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The principle of structured light and triangulation is used in a wide range of 3D optical metrology applications, 

such as mechanical engineering, industrial monitoring, computer vision, and biomedicine. Among a multitude of 

techniques based on this principle, phase shifting profilometry (PSP) plays a dominant role due to its high attain- 

able measurement accuracy, spatial resolution, and data density. Over the past few decades, many PSP algorithms 

have been proposed in the literature in order to achieve higher measurement accuracy, lower pattern count, 

and/or better robustness to different error sources. Besides, many unconventional PSP codification techniques 

address the problem of absolute phase recovery with few projected patterns, allowing for high-efficiency mea- 

surement of objects containing isolated regions or surface discontinuities. In this paper, we present an overview 

of these state-of-the-art phase shifting algorithms for implementing 3D surface profilometry. Typical error sources 

in phase measurement for a phase shifting system are discussed, and corresponding solutions are reviewed. The 

advantages and drawbacks of different PSP algorithms are also summarized to provide a useful guide to the 

selection of the most appropriate phase shifting technique for a particular application. 
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. Introduction 

The physical world we live in is three dimensional (3D). The 3D ac-

uisition and information processing technology reflects the ability of

uman beings to cognize and grasp the objective world, so to some ex-

ent it is an important symbol of human wisdom. Conventional cameras

nd imaging detectors can only acquire 2D intensity information of the

cene but cannot record 3D shape and depth information. Although hu-

ans can perceive the depth based on the binocular stereopsis formed

y the eyes, they cannot accurately quantify the 3D geometry of ob-

ects. To address this issue, 3D shape measurement technologies have

een developed to quantitatively obtain 3D geometric information so as

o provide a data basis for clearer understanding and better comprehen-

ion of the state and function of real-world objects. 

The rapid development of modern information technology has pro-

oted the gradual maturity of the 3D shape measurement technology,

hich has penetrated into almost all fields around us with different

tyles and characteristics. In industrial design, the reverse engineering

ased on 3D shape measurement can rapidly create the accurate and dig-

talized 3D CAD models of the existing products, significantly shortening

he development cycle and facilitating the further engineering processes

1] . In the field of intelligent manufacturing, the 3D sensing technology
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llows machines to perceive the 3D world, enabling a new starting point

or manufacturing automation, intelligence, and re-creation [2] . In the

eld of virtual reality, a large number of digitized 3D scenes and mod-

ls have been extensively used in national defense, simulated training,

cientific experiments, and 3D animation [3] . In the field of cultural

eritage preservation, 3D shape measurement technology has become

n essential tool for the non-contact and non-destructive documenta-

ion of cultural heritage and its long term preservation [4] . In medi-

al plastic surgery, 3D shape measurement technology has been widely

sed in facial soft-tissue repairing, surgical examination, and dentures

ustomization [5] . And other applications exist in a variety of fields in-

luding manufacturing inspection, biomedicine, architecture, security,

nd human-computer interaction [6] . 

3D shape measurement techniques can be classified into two differ-

nt categories, contact and non-contact [7] . Contact methods measure

nd reconstruct 3D geometry by probing the 3D surface through phys-

cal touch. An example of such a technique is the coordinate measure-

ent machine (CMM) that can measure 3D geometry through a precise

arriage system or articulated probe arm [8] . While this type of mea-

urement can achieve high accuracy, it is typically limited to low mea-

urement efficiency, since the system uses a physical probe that needs

o touch the object surface point-wisely. Furthermore, due to the neces-
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ity of physical contact, it is undesirable for the measurement of soft

r deformable objects. In order to solve the problems associated with

ontact-based techniques, a number of non-contact 3D shape measure-

ent methods have been developed and are now increasingly being used

n different fields. Optical methods lead the way in this category with the

dvances of high-performance light source and imaging devices. Vari-

us optical metrology approaches for 3D shape measurement have been

eveloped, such as optical interferometry [9–11] , time-of-flight (TOF)

echnique [12,13] , stereo vision [14,15] , shape from focus [16–18] , and

tructured light (SL) [19–22] . These methods are based on different prin-

iples of optical measurement and have specific measurement sensitiv-

ty, spatial/temporal resolution, and measurement range. Readers inter-

sted in the basic principle, properties, and application ranges of these

ptical 3D shape measurement methods can refer to the review articles

y Chen et al. [23] or Blais et al. [24] . 

The following of this paper is focused on the SL technique. SL is a

ery popular non-contact 3D shape measurement technique with the ad-

antages in terms of simple hardware configuration, high measurement

ccuracy, high point density, high speed, and low cost. It has found

xtensive applications in industry and scientific researches. In essence,

L methods can be regarded as a modification of stereo vision. One of

he cameras is replaced by a light source which projects the light pat-

erns onto the scene. Since the object surfaces are covered with artificial

eatures created by projected light patterns, the correspondence prob-

em in the (passive) stereo vision for texture-less objects can be easily

vercome. A typical 3D shape measurement system based on SL consists

f one projection unit and one or more cameras. During the measure-

ent, light patterns with known structures are projected sequentially

nto the object being measured. Meantime, images of the object under

he light projections are captured by the camera(s). By utilizing triangu-

ation method between the camera and the projector (or between two

ameras) and knowledge on the light patterns, the 3D shape of the ob-

ect can be reconstructed from the captured images based on the pre-

alibrated geometric parameters of the SL system. New researchers in

his area are recommended to first read the tutorial by Geng et al. [22] .

Over the past few decades, 3D shape measurement techniques based

n SL have been rapidly developed in both communities of computer

ision and optical metrology, and there have been many technical re-

iew articles survey and summarize previously published studies from

ifferent perspectives [22,25–31] . In the computer vision community,

L technique is also called 3D scanning, and the SL pattern codification

trategies are mainly based on discrete intensity-based approaches. They

an be further classified into spatial codification approaches and tempo-

al codification approaches. In spatial codification approaches, e.g. De

ruijn patterns [19,20,32] , non-formal coding [33,34] , and M-arrays

35] , the codeword of a specific position is extracted from surrounding

oints. The key idea is to guarantee the uniqueness of the local codeword

ver the global range in the pattern. Temporal codification methods are

ased on the codeword created by the successive projection of patterns

nto the object surface. Therefore, the codeword associated to an image

ixel is not completely formed until all patterns have been projected.

xamples of these temporal codification methods include the temporal

inary code [36] , temporal n-ary code [37] , and gray code [38] . Besides,

olor patterns or color multiplexing SL approaches with red, green, and

lue channels have been proposed to improve the coding efficiency and

educe the number of projected patterns [30,37,39,40] . For more details

bout the principle and practical performance of these SL codification

chemes, readers can access the review articles by J. Salvi et al. [26,27] .

In the field of optical metrology, the most commonly used type of

L pattern for 3D shape measurement is fringe patterns, particularly

ringe patterns with sinusoidal intensity distributions. Besides, the cod-

fication schemes used are mainly focused on continuous phase-based

pproaches. These sinusoidal SL techniques are often referred as fringe

rojection profilometry (FPP). By projecting sinusoidal fringe patterns

nto the object and capturing the corresponding deformed fringe pat-

erns modulated by the object surfaces, the depth information is encoded
24 
nto the phase of the fringe images. The recorded modulated fringe im-

ges are then processed by fringe analysis algorithms to extract the

hase distribution, which is thereby used to recreate the surface of in-

erest in 3D space based on geometrical relations of the triangulation

ptical arrangement. For a general overview of FPP, readers can refer

o the review article by Gorthi and Rastogi [25] . Traditionally, the typ-

cal approach to FPP involves generating fringe images by using laser

nterferometry, physical grating, or slide projector. However, with more

ecent developments in the area of digital display, digital video projec-

ors have been increasingly used as the projection units of FPP systems.

n contrast to the traditional methods of generating fringe images, dig-

tal video projectors are able to accurately control various attributes of

he projected fringe patterns at high speed in software, which ultimately

acilitate the effective applications of FPP techniques. It should be also

entioned that another classic approach to generate sinusoidal fringe

atterns is based on the moir ́𝑒 effect. The application of moir ́𝑒 fringes

or surface topology, so-called moir ́𝑒 topography, was first investigated

n the late 1960’s [41,42] , which can be implemented in one of two vari-

tions: shadow moir ́𝑒 [43,44] and projection moir ́𝑒 [43–45] . In shadow

oir ́𝑒 approaches, a single grating is used to cast a shadow onto the

urface to be profiled which is imaged through the same grating from

n offset angle to create moir ́𝑒 fringes whose phases are proportional to

epth [46,47] . In projection moir ́𝑒 approaches, grating lines are directly

rojected onto the object surface, and moir ́𝑒 fringes are resolved by ap-

lying another reference grating either optically or digitally [43–45,48] ,

o projection moir ́𝑒 topography can be regarded as a predecessor of FPP.

Benefiting from the continuity and periodicity nature of sinusoidal

atterns, the FPP generally provides 3D data with both high spatial res-

lution and high depth accuracy. Considering the means of phase de-

odulation, the most popular FPP approaches includes Fourier trans-

orm profilometry (FTP) and phase shifting profilometry (PSP). The FTP

tilizes only a single high-frequency fringe pattern, and the phase is ex-

racted by applying a properly designed band-pass filter in the frequency

omain. More technical details about FTP approaches can be found in

he review article by Su and Chen [49] . The single-shot nature of FTP

akes it highly suitable for the 3D shape measurement of dynamic sur-

aces. The review article by Su and Zhang provides an overview of dy-

amic shape measurement based on FTP and its typical applications

28] . Besides, not just limited to FTP, the windowed Fourier transform

WFT) [10,50] and the wavelet transform (WT) [51] can also be used

or the phase demodulation of single high-frequency fringe pattern. It

as been found that the WFT can provide higher measurement accuracy

ven in the presence of intensity nonlinearity error and depth disconti-

uities. For relevant content, readers can refer to the comparison papers

y Huang et al. [52] and Zhang et al. [53] . 

In contrast to FTP, the PSP generally requires more than one (nor-

ally at least three) phase-shifted fringe patterns to reconstruct the 3D

hape of the object. PSP originally stems from the classical laser interfer-

metry technique. Srinivasan et al. [54] first introduced the phase shift-

ng algorithm into the field of FPP for high-accuracy 3D shape measure-

ent in 1984. Shortly afterwards, the PSP technique was successfully

pplied to the complete 360° reconstruction of a general 3D diffuse ob-

ect [55] . Since the mathematical representation of the deformed fringe

mage intensity distribution is similar to that encountered in conven-

ional optical interferometry, the methods of phase shifting interferom-

try (PSI) [56,57] , well known for their accuracy, can be directly used

or the fringe analysis and phase demodulation in FPP. Compared to

TP, the multiple-shot PSP techniques are generally more robust and

an achieve pixel-wise phase measurement with higher resolution and

ccuracy. Furthermore, the PSP measurement is quite robust to am-

ient illumination and varying surface reflectivity. However, the PSP

echniques require more time to acquire the multiple fringe patterns,

nd the object should be kept stationary during the projection of mul-

iple fringe patterns. Recently, with the rapid advances in high-frame-

ate image sensors, high-speed digital projection technology, and high-

erformance processors, PSP techniques have been increasingly applied
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n high-speed, real-time 3D shape measurement of dynamic scenes. More

n-depth contents about real-time FPP can be learned in the review ar-

icles by Zhang [29] and Jeught and Dirckx [31] . 

For both the PSP and the FTP, the retrieved phase distribution cor-

esponding to the object height is mathematically wrapped to principle

alues of arctangent function ranging between − 𝜋 and 𝜋, and conse-

uently, the phase discontinuities occur at the limits every time when

he unknown true phase changes by 2 𝜋. This is the so-called phase ambi-

uity problem, resulting from the periodical nature of the sinusoidal sig-

al. To establish a unique pixel correspondence between the camera and

he projector (or between two cameras), the phase unwrapping must be

arried out. Several dozen algorithms have been proposed for 2D phase

nwrapping, and they can be divided into two principal groups: spatial

hase unwrapping and temporal phase unwrapping. Spatial phase un-

rapping usually requires only a single wrapped phase map. By assum-

ng the phase continuity, the unwrapped phase of a given pixel is derived

ccording to the phase values within a local neighborhood of the pixel.

ith different considerations, a number of spatial phase unwrapping

ethods have been investigated in variety, such as Goldstein’s method

58] , quality-guided method [59] , Flynn’s method [60] , and minimum

 p -norm method [61] . There have been many reviews on the general

ubject of phase unwrapping [62,63] as well as comparison of different

nwrapping algorithms for particular applications [64–66] . However,

imited by the precondition of phase continuity , the spatial phase un-

rapping cannot handle large surface discontinuities (phase difference

etween adjacent pixels ≥ 𝜋) and isolated objects. Temporal phase un-

rapping methods overcome this problem by employing more than one

rapped phase maps or additional black and white coded patterns to

rovide extra information about the fringe orders [67–77] . The phase

mbiguity problem is fundamentally addressed, and each spatial pixel

s unwrapped independently from its neighbors. Typical temporal phase

nwrapping algorithm includes gray-code approaches [38,67] , multi-

requency (hierarchical) approaches [68,69,78] , multi-wavelength (het-

rodyne) approaches [70,71,79] , and number theoretical approaches

72,73,80,81] . For more details about the basic principle and practi-

al performance of these methods, readers can refer to the comparative

eview by Zuo et al. [82] . 

This article aims to provide a review of the different phase shifting

lgorithms used in fringe projection techniques. Though there are many

xcellent books and reviews which deal with the variety of phase shift-

ng techniques in the field of optical interferometry [11,57,83,84] , they

ainly focuses on conventional sinusoidal phase shifting techniques

here the fringe patterns are generated by two-beam interference. How-

ver, in digital FPP, the fringe pattern can be created with theoretically

ny intensity profile using computer software and projected onto the

bject surface through an off-the-shelf digital projector such as liquid

rystal device (LCD), digital mirror device (DMD), and liquid crystal

n silicon (LCOS) projectors. Over the past few decades, several FPP

pproaches based on phase shifting techniques have been proposed in

he literature [54,85–104] , which provide much more flexible solutions

or high-accuracy, efficient, and robust phase retrieval by using or de-

igning different types of intensity patterns. Besides, many novel phase

hifting codification techniques have the built-in capabilities of absolute

hase recovery and/or temporal phase unwrapping, allowing for high

fficiency measurement of complicated objects or surfaces [105–116] .

owever, there is no previous work summarizing and comparing these

pproaches together. Therefore, properties extracting and attributes an-

lyzing of these PSP approaches are still missing. This is overcome in

he present review, which will focus on these PSP algorithms and ana-

yzes and assesses their respective merits and drawbacks. Because each

lgorithm has its own features and no single algorithm can be univer-

ally applied in any practical situations, the selection of a proper phase

hifting algorithm for a particular application needs careful trade-off

onsiderations, which will be also discussed in this work. 

The reminder of this paper is organized as follows. In Section 2 , the

mage formation model of FPP is introduced. Section 3 reviews several
25 
hase shifting algorithms for wrapped phase retrieval in FPP. Several

rror sources in a typical phase shifting system and their corresponding

olutions are discussed in Section 4 . Section 5 presents another group

f phase shifting algorithms which can recover the absolute phase dis-

ribution. The characteristics of the reviewed phase shifting algorithms

re summarized and compared in Section 6 in order to help the selec-

ion of a proper method for a specific application. Section 7 discusses

everal important issues regarding improving the measurement accu-

acy and efficiency of PSP techniques. Finally, conclusions are drawn in

ection 8 . 

. Image formation in FPP 

Before reviewing different PSP phase retrieval algorithm, we must

ake clear how the captured fringe images are formed in a practical

PP system. This will be served as a basis to understand the basic prin-

iple underlying the pattern codification strategies for different PSP al-

orithms. In general, the image acquisition procedure in FPP can be

ivided into the following 3 steps [109,117,118] : 

(1) Fringe projection. Some pre-defined fringe patterns are gener-

ted by a computer and projected through a projector onto the surface

f the measured object. A typical sinusoidal fringe pattern designed in

rojector space can be represented as 

 

𝑝 ( 𝑥 𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 
𝑝 ) (1)

here a p is the mean value, b p is the amplitude (or projector modula-

ion), ( x p , y p ) is the pixel coordinate of the projector, 𝑓 
𝑝 

0 is the frequency

f the sinusoidal fringe (period/pixel). Without loss of generality, we

ssume that the fringes are oriented perpendicular to the 𝑥 𝑝 − axis, that

ill be used when triangulating with the camera, which is positioned

orizontally besides the projector. When the fringe pattern is sent to a

rojector, the output light is just the projected fringe image, I p ( x p , y p ). 

(2) Fringe reflection. When the fringe pattern is projected onto the

bject surface, it will be distorted and reflected by the object surface,

oint by point. The reflected light is attributed to two sources: the pro-

ector light as well as the ambient light. The projected fringe pattern I p 

ombined with the ambient light 𝛽1 is modulated and reflected by the

bject. 

(3) Fringe acquisition. The camera captures the distorted fringe im-

ges, point by point. The captured light includes the light reflected by

he object as well as some additional ambient light 𝛽2 directly entering

he camera. So the fringe image finally captured by the camera is: 

( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 ) 
{
𝑎 𝑝 + 𝑏 𝑝 cos [ 𝜙( 𝑥, 𝑦 ) ] + 𝛽1 ( 𝑥, 𝑦 ) 

}
+ 𝛽2 ( 𝑥, 𝑦 ) (2)

here ( x, y ) is the pixel coordinate in the camera space, 𝛼( x, y ) is the

urface reflectivity of the measured object (strictly speaking, 𝛼( x, y ) is

he reflectance corresponding to the Lambertian component of the sur-

ace reflection, which depends on the surface normal according to the

ambert’s cosine law), and 𝜙( x, y ) is the phase of the distorted fringe

ontaining the depth information of the object surface. The fringe pro-

ection, reflection, and acquisition steps as well as the whole image for-

ation process in FPP are clearly illustrated in Fig. 1 . 

The form of I ( x, y ) given by Eq. (2) is very complicated, and generally

he quantity of the interest is the phase component of the fringe image.

or simplicity, in most literature of FPP, I ( x, y ) is expressed as 

( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [ 𝜙( 𝑥, 𝑦 ) ] (3)

here A ( x, y ) is the average intensity of the fringe image, and B ( x, y )

s the so-called intensity modulation. They are closely related to the

ctual physical parameters of the surface reflectivity and ambient light

ccording to the following relations 

 ( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 ) 
[
𝑎 𝑝 + 𝛽1 ( 𝑥, 𝑦 ) 

]
+ 𝛽2 ( 𝑥, 𝑦 ) (4)

nd 

( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 ) 𝑏 𝑝 (5)
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Fig. 1. Illustrations of fringe projection, reflection, and acquisition process. 
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Fig. 2 shows an example scene with the above-mentioned param-

ters, such as average intensity, intensity modulation, and phase dis-

ribution retrieved by a standard phase shifting algorithm. It can be

een clearly that the average intensity A ( x, y ) is equivalent to a normal

fringe-free’ image of the scene captured under uniform illumination a p 

rom the projector [ Figs. 2 (b)]. So it is usually used for texture mapping

urposes. The intensity modulation B ( x, y ) is directly proportional to

he surface reflectivity 𝛼( x, y ), which is a quantitative indicator of the

ignal strength for each object point [ Fig. 2 (d)]. In many practical appli-

ations, the shape of the object and environmental lighting conditions

ary a lot and may make some areas saturated or too dark to analyze

roperly. For these areas, the signal-to-noise ratio (SNR) is very low and

he calculated phase information may not be correct [see Fig. 2 (c)]. For

ackground, dark or saturated region where I ( x, y ) is less modulated by

he projected sinusoidial patterns, B ( x, y ) will be close to zero. There-

ore, B ( x, y ) is often employed as a shadow noise detector/filter such

hat the shadow-noised regions, with B ( x, y ) values smaller than a pre-

efined threshold, are excluded in the subsequent processing and depth

econstruction [see Fig. 2 (e) and (f)]. 

. Phase shifting algorithms for FPP 

The PSP is one of the most widely used and precise strategies among

he many proposed SL methods. Over the past few decades, many PSP
26 
lgorithms have been proposed or extended from the field of PSI, for

xample, standard N-step phase shifting algorithm [54] , double 3-step

lgorithm [90] , Hariharan 5-step algorithm [85] , modified 2+1 algo-

ithm [100] , trapezoidal phase shifting [94] , triangular phase shifting

99] , 𝜋-shift FTP [86] etc. In this section, we will present an overview

f these PSP strategies and discuss their respective properties. 

.1. Standard N-step phase shifting 

The canonical PSP technique employs a set of phase-shifted sinu-

oidal wave patterns such that at the point ( x p , y p ), in projector space,

he intensity values are assigned as: 

 

𝑝 
𝑛 
( 𝑥 𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos 

(
2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 2 𝜋𝑛 ∕ 𝑁 

)
(6)

here n represents the phase-shift index 𝑛 = 0 , 1 , 2 , ..., 𝑁 − 1 . The mean

alue a p and amplitude b p are normally both 0.5 in order to cover the

ntire dynamic range of the projector (without loss of generality, here

e assume the projector has a dynamic range of [0, 1]). Fig. 3 shows

 group of sinusoidal wave patterns with 𝑁 = 3 , 𝑓 𝑝 0 = 5 (/1000 pixel),

 

𝑝 = 𝑏 𝑝 = 0 . 5 . After projecting the patterns sequentially onto the object

urface, the distorted fringe distribution, denoted as I n ( x, y ) captured by

he camera is: 

 𝑛 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos 
[
𝜙( 𝑥, 𝑦 ) − 2 𝜋𝑛 ∕ 𝑁 

]
(7)
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Fig. 2. Phase shifting measurement of a typical scene containing a plaster statue. (a) one captured fringe image; (b) average intensity; (c) phase distribution; 

(d) intensity modulation; (e) binarized intensity modulation as a shadow noise mask (using intensity of 5 as a threshold); (f) masked phase distribution without 

shadow-noised regions. 

Fig. 3. Three-step phase shifting patterns and their corresponding cross sections ( 𝑎 𝑝 = 𝑏 𝑝 = 0 . 5 ). 
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here 𝜙 is the corresponding wrapped phase which can be extracted by

he following equation [54,56,57] : 

( 𝑥, 𝑦 ) = tan −1 
∑𝑁−1 
𝑛 =0 𝐼 𝑛 ( 𝑥, 𝑦 ) sin (2 𝜋𝑛 ∕ 𝑁) ∑𝑁−1 
𝑛 =0 𝐼 𝑛 ( 𝑥, 𝑦 ) cos (2 𝜋𝑛 ∕ 𝑁) 

(8)

his is the basic equation for all standard N-step phase shifting tech-

iques. It should be noted that Eq. (8) is just a special case of the

east-squares algorithm when phase shifts are equal-spaced over a 2 𝜋

eriod. In general N-step least-squares algorithm, the phase shifts of the

ringe pattern need not to be evenly spaced and can be spread over a

ange greater than 2 𝜋. This type of approach is outlined in detail by

reivenkamp [119] . Another important issue is the limited phase range

esults from the arctan function in Eq. (8) . Note that simply applying the

rctan function returns values of 𝜙 only in the range − 𝜋∕2 to 𝜋/2, i.e. a

otal range of 𝜋. And the signs of the numerator and denominator can

e further used to uniquely define a quadrant for each calculation of 𝜙.

ith the 4-quadrant arctangent, the phase values at each point can be

etermined modulo 2 𝜋. It should be mentioned that the phase shifting

lgorithms discussed in this section focus only on the wrapped phase re-
27 
rieval. Readers should keep in mind that the wrapped phase map 𝜙( x,

 ) contains the modulo 2 𝜋 discontinuity, so phase unwrapping is fur-

her required to obtain a continuous or absolute phase map (the PSP

lgorithms for absolute phase recovery will be discussed in Section 5 ). 

Besides the wrapped phase, the average intensity and intensity mod-

lation can also be demodulated from the phase shifted fringe images

ccording to Eqs. (9) and (10) , respectively. 

 ( 𝑥, 𝑦 ) = 

1 
𝑁 

𝑁−1 ∑
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) (9)

( 𝑥, 𝑦 )= 

2 
𝑁 

√ [∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) sin (2 𝜋𝑛 ∕ 𝑁) 
]2 
+ 

[∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) cos (2 𝜋𝑛 ∕ 𝑁) 
]2

(10) 

ince the phase reconstruction of phase shifting algorithm is a pixel-wise

peration, the coordinate index ( x, y ) is removed from our equations

enceforth to simplify the notation. 

Since there are totally three unknowns 𝜙( x, y ), A ( x, y ), and B ( x, y ) in

q. (7) , the minimum number for phase shifting should be 3 in order to
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Fig. 4. Four-step phase shifting patterns and their corresponding cross sections. 
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rovide three equations and enable calculation of 𝜙( x, y ), A ( x, y ), and

 ( x, y ). Since using the minimum number of fringe images is desirable

or reducing the measurement time, the three-step phase shifting algo-

ithm is widely used for real-time or high-speed 3D shape measurement

29,120,121] . As shown in Fig. 3 , in three-step phase shifting algorithm,

he phase shift 0, 2 𝜋/3, and 4 𝜋/3 is used for three fringe images, respec-

ively. The intensities of the three phase-shifted images at each pixel ( x,

 ) are: 

 0 = 𝐴 + 𝐵 cos ( 𝜙) (11)

 1 = 𝐴 + 𝐵 cos ( 𝜙 − 2 𝜋∕3) (12)

 2 = 𝐴 + 𝐵 cos ( 𝜙 − 4 𝜋∕3) (13)

ith the solutions to 𝜙, A , and B are given by: 

= tan −1 
√
3 ( 𝐼 1 − 𝐼 2 ) 

2 𝐼 0 − 𝐼 1 − 𝐼 2 
(14)

 = 

𝐼 0 + 𝐼 1 + 𝐼 2 
3 

(15)

 = 

1 
3 

√ 

3( 𝐼 1 − 𝐼 2 ) 2 + (2 𝐼 0 − 𝐼 1 − 𝐼 2 ) 2 (16)

he three-step algorithm requires the minimum amount of data and

s the simplest to use. However, as will be discussed in Section 4 ,

his algorithm is also sensitive to different types of phase errors. To

chieve higher measurement accuracy and better error resistance, four-

tep phase shifting algorithm is often used. The four-step phase shifting

lgorithm uses four fringe images with phase shift 0, 𝜋/2, 𝜋 and 3 𝜋/2, as

hown in Fig. 4 ( 𝑎 𝑝 = 𝑏 𝑝 = 0 . 5 ). The four images acquired can be written

s 

 0 = 𝐴 + 𝐵 cos ( 𝜙) (17)

 1 = 𝐴 + 𝐵 cos ( 𝜙 − 𝜋∕2) (18)

 2 = 𝐴 + 𝐵 cos ( 𝜙 − 𝜋) (19)

 3 = 𝐴 + 𝐵 cos ( 𝜙 − 3 𝜋∕2) (20)

sing these trigonometric functions, 𝜙, A , and B can be calculated as 

= tan −1 
𝐼 1 − 𝐼 3 
𝐼 0 − 𝐼 2 

(21)

 = 

𝐼 0 + 𝐼 1 + 𝐼 2 + 𝐼 3 
4 

(22)

 = 

1 
2 

√ 

( 𝐼 1 − 𝐼 3 ) 2 + ( 𝐼 0 − 𝐼 2 ) 2 (23)
28 
he four-step phase shifting algorithm has a 90° phase shift between

djacent frames and is easier to implement in some situations, making

t the most useful algorithm in simultaneous phase shifting systems for

SI [11,83] . In FPP, four-step phase shifting algorithm has also found

idespread use for its relatively high measurement accuracy, low pat-

ern count, and good error tolerance. Standard phase shifting algorithm

ith more than 5 steps are used much less often than 3- and 4-step al-

orithms due to the need for additional fringe patterns, but they are

sually more resistant to some kinds of phase errors. More details about

he error analysis of phase shifting algorithms can be found in Section 5 .

.2. Double three-step phase shifting algorithm 

The conventional three-step algorithm is vulnerable to errors in the

SP system such as phase shifting error, nonlinearity error, and inten-

ity noise. An improvement to the three-step phase shifting algorithm is

he double three-step phase shifting algorithm proposed by Huang et al.

90] , which can significantly reduce the phase error induced by inten-

ity nonlinearity. It has been proved that a second-order nonlinearity

esidual in the FPP system can result in an error of Δ𝜙 in the phase map

see Section 5.2 for more detailed discussions about the nonlinearity

rror) 

an (Δ𝜙) = tan ( 𝜙′ − 𝜙) = − 

sin (3 𝜙) 
cos (3 𝜙) + 𝑚 

(24)

𝜙 = arctan 
[ 
− 

sin (3 𝜙) 
cos (3 𝜙) + 𝑚 

] 
≈ arctan 

[ 
− 

sin (3 𝜙) 
𝑚 

] 
(25)

here 𝜙 is the ideal phase calculated when the system has perfect lin-

arity. 𝜙′ is the inaccurate phase retrieved with a traditional three-step

lgorithm when the fringe intensity has a second-order nonlinearity, m

s a constant that depends on the system linearity, which is usually much

arger than 1. 

Eq. (25) indicates that the frequency of the phase error is three times

hat of the original phase. If an initial phase offset is introduced in the

hase-shifted fringe patterns, the phase of the error wave will vary cor-

espondingly. When two phase maps are obtained with a relative initial

hase difference of 𝜋/3, the phase difference between these two inaccu-

ate phases is approximately 180°. Therefore, when the two phases are

veraged, the error will be cancelled. This means that we can do phase

hifting twice with six fringe patterns with initial phases of 0, 2 𝜋/3,

 𝜋/3 (group one) and 𝜋/3, 𝜋, 5 𝜋/3 (group two) (see Fig. 5 ), use the

hree-step algorithm twice to calculate the two phase maps from each

roup of fringe patterns, and then average the two phase maps. The in-

ensities of the two groups of three-step phase shifting images for each

ixel are 

 0 = 𝐴 + 𝐵 cos ( 𝜙) (26)

 1 = 𝐴 + 𝐵 cos ( 𝜙 − 2 𝜋∕3) (27)

 = 𝐴 + 𝐵 cos ( 𝜙 − 4 𝜋∕3) (28)
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Fig. 5. Double three-step phase shifting patterns and their corresponding cross sections. 
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 3 = 𝐴 + 𝐵 cos ( 𝜙 − 𝜋∕3) (29)

 4 = 𝐴 + 𝐵 cos ( 𝜙 − 𝜋) (30)

 5 = 𝐴 + 𝐵 cos ( 𝜙 − 5 𝜋∕3) (31)

The effectiveness of the double three-step algorithm can be verified

heoretically. The phase error of the second phase map with an initial

hase offset of 𝜋/3 for the fringe patterns I 3 ∼ I 5 can be calculated as 

𝜙′ ≈ arctan 
[ 
− 

sin [3( 𝜙 + 𝜋∕3)] 
𝑚 

] 
= arctan 

[ 
sin (3 𝜙) 
𝑚 

] 
(32) 

t is obvious that the sign of the phase error is changed, i.e. Δ𝜙 = −Δ𝜙′.

herefore, if the two obtained phase maps are averaged to generate the

nal phase map, the second-order nonlinearity error will be effectively

emoved. Though double three-step phase shifting algorithm can signif-

cantly reduce the nonlinearity error, it requires three extra patterns to

erform the additional three-step algorithm, thus the acquisition time is

oubled compared with conventional three-step algorithm. 

.3. Hariharan 5-step phase shifting 

The five-step phase shifting algorithm with an unknown but constant

hase shift is also called the Hariharan algorithm [57,85] , which is de-

igned to be insensitive to phase shift errors. Considering a linear phase

hift 𝜃 between frames, the five fringe images are 

 0 = 𝐴 + 𝐵 cos ( 𝜙 − 2 𝜃) (33)

 1 = 𝐴 + 𝐵 cos ( 𝜙 − 𝜃) (34)

 = 𝐴 + 𝐵 cos ( 𝜙) (35)
2 

29 
 3 = 𝐴 + 𝐵 cos ( 𝜙 + 𝜃) (36)

 4 = 𝐴 + 𝐵 cos ( 𝜙 + 2 𝜃) (37)

he five equations are expended and combined to produce the following

elation: 

𝐼 1 − 𝐼 3 
2 𝐼 2 − ( 𝐼 0 + 𝐼 4 ) 

= ( sin 𝜃
1 − cos 2 𝜃

) tan 𝜙 (38)

When the phase shift 𝜃 = 𝜋∕2 (see Fig. 6 ). the pre-factor ( sin 𝜃
1− cos 2 𝜃 )

efore tan 𝜙 has a value of 0.5, then the phase 𝜙, average intensity A ,

nd fringe modulation B can be calculated as 

= tan −1 
2( 𝐼 1 − 𝐼 3 ) 

2 𝐼 2 − ( 𝐼 0 + 𝐼 4 ) 
(39) 

 = 

𝐼 0 + 𝐼 1 + 2 𝐼 2 + 𝐼 3 + 𝐼 4 
6 

(40) 

 = 

√
4( 𝐼 1 − 𝐼 3 ) 2 + [2 𝐼 2 − ( 𝐼 0 + 𝐼 4 )] 2 

4 
(41) 

t has been also found that ( sin 𝜃
1− cos 2 𝜃 ) does not depart from 0.5 for small

eviations in 𝜃 from 𝜋/2. If 𝜃 falls between 86° and 94°, then the value of

his phase pre-factor does not alter by more than 0.001, as illustrated in

ig. 7 . As a result, when the phase shift 𝜃 = 𝜋∕2 , Hariharan 5-step phase

hifting algorithm can tolerate fairly large errors in the phase shift. 

.4. Modified 2+1 phase shifting algorithm 

The modified 2+1 phase shifting algorithm was proposed by Zhang

nd Yau [100] in order to alleviate the problem of motion artifacts when

easuring moving or shape-changing object. It requires two fringe im-

ges with a relative phase shift of 𝜋/2, together with a third uniform
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Fig. 6. Hariharan 5-step phase shifting patterns and their corresponding cross sections ( 𝜃 = 𝜋∕2 ). 

Fig. 7. Variation of the phase pre-factor with 𝜃 when 𝜃 is between 85° and 95°. 

In the shaded region, the value of the pre-factor does not alter by 0.001. 
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at image to retrieve the phase information. In the projector space, the

hree projected patterns are 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 (42)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) (43)

 

𝑝 

2 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 𝜋∕2) = 𝑎 𝑝 + 𝑏 𝑝 sin (2 𝜋𝑓 𝑝 0 𝑥 
𝑝 ) (44)

ig. 8 shows modified 2+1 phase shifting patterns with 𝑓 
𝑝 

0 = 5 , 𝑎 𝑝 =
 

𝑝 = 0 . 5 . The intensities of the three images captured by the camera are

 0 = 𝐴 (45)

 1 = 𝐴 + 𝐵 cos ( 𝜙) (46)

 2 = 𝐴 + 𝐵 sin ( 𝜙) (47)

t can be seen that the average intensity A is directly given by I 0 . The

olutions to 𝜙 and B are given by: 

= tan −1 
𝐼 2 − 𝐼 0 
𝐼 1 − 𝐼 0 

(48)

 = 

√ 

( 𝐼 2 − 𝐼 0 ) 2 + ( 𝐼 1 − 𝐼 0 ) 2 (49)

ince the phase information is only encoded by two fringe images and

he flat image is less sensitive to object motion between successive

rames, the modified 2 + 1 phase shifting algorithm can reduce the

otion-induced measurement error compared to conventional 3-step

hase shifting algorithm. However, due to the small number of fringes

sed, the modified 2 + 1 phase shifting algorithm is more susceptible
30 
o errors resulting from the noise and intensity nonlinearity. It should

lso be mentioned that the modified 2 + 1 phase shifting algorithm is

ctually an improved version of 2 + 1 phase shifting method originally

eveloped in the field of PSI, in which the flat image is collected by

veraging two interferograms with a 𝜋 phase shift [122,123] . 

.5. Trapezoidal phase shifting 

The trapezoidal phase shifting proposed by Huang et al. [94] is very

imilar to the three-step sinusoidal phase shifting method, only that the

ross-sectional shape of the patterns has been changed from sinusoidal

o trapezoidal. Besides, it uses the intensity-ratio directly rather than

he phase, so it is less expensive to compute since it does not use the

rctangent function as in conventional phase shifting algorithm. To re-

onstruct the 3D shape of the object, three trapezoidal patterns, which

re phase shifted by 2 𝜋/3 or one-third of the pitch, are needed, as shown

n Fig. 9 . For each point of captured images, the intensity ratio map Q

s obtained by using the following equation: 

 = 2 𝑅𝑜𝑢𝑛𝑑 
(
𝐾 − 1 
2 

)
+ (−1) 𝐾+1 𝐼 𝑚𝑒𝑑 − 𝐼 𝑚𝑖𝑛 

𝐼 𝑚𝑎𝑥 − 𝐼 𝑚𝑖𝑛 
(50)

here I max , I med and I min are respectively the maximum, median and

inimum intensities of the three captured images, and 𝐾 = 1 , 2 , 3 , ..., 6 is
he region number determined by comparing the three intensities [94] .

he value of Q ranges from 0 to 6. It can then be converted to the same

ange of [− 𝜋, 𝜋) of the wrapped phase map 

= 

𝜋( 𝑄 − 3) 
3 

(51)

o that the subsequent processing can be compatible with conventional

SP techniques. Besides, the trapezoidal phase shifting patterns can also

e repeated to create high-frequency periodical patterns, as the case

f the sinusoidal patterns shown before. In such cases, the periodical

ature of the pattern introduces the ambiguity problem, which needs

o be further addressed by phase unwrapping. Besides, some transition

egions of trapezoidal patterns are very sharp, making the trapezoidal

hase shifting method sensitive to the intensity blur effect induced by

ens defocusing (discussed in Section 4.3 ). 

.6. Triangular phase shifting 

The triangular phase shifting algorithm proposed by Jia et al.

99] has the advantage of requiring only a minimum of two rather than

hree patterns to reconstruct the 3D shape of the object, as shown in

ig. 10 . It also uses the intensity-ratio rather than the phase. After cap-

uring the patterns from camera, the intensity ratio map Q is obtained

s 

 = 2 𝑅𝑜𝑢𝑛𝑑 
(
𝐾 − 1 
2 

)
+ (−1) 𝐾+1 |𝐼 0 − 𝐼 1 |

𝐼 
𝑝 
𝑚 

(52)

here 𝐾 = 1 , 2 , 3 , 4 is the region number determined by analyzing a

mall neighborhood of each point [99] . The value of Q ranges from 0 to

, and can be converted to the same range of [− 𝜋, 𝜋) as in conventional

hase shifting techniques 

= 

𝜋( 𝑄 − 2) 
2 

(53)
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Fig. 8. Modified 2+1 phase shifting patterns and their corresponding cross sections. 

Fig. 9. Trapezoidal phase shifting patterns (single period) and their corresponding cross sections. 

Fig. 10. Triangular phase shifting patterns (single period) and their corresponding cross sections. 
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𝑝 
𝑚 is so-called the intensity modulation, which is computed as 

 

𝑝 
𝑚 
= 2 𝑏 𝑝 = 𝐼 𝑝 

𝑚𝑎𝑥 
− 𝐼 

𝑝 

𝑚𝑖𝑛 
(54)

here 𝐼 
𝑝 
𝑚𝑎𝑥 and 𝐼 

𝑝 

𝑚𝑖𝑛 
are respectively the maximum and minimum inten-

ities of the projected patterns. It should be mentioned that 𝐼 
𝑝 
𝑚 is not the

eal intensity modulation since it is calculated from the projected pat-

erns, instead of captured images. Thus, the effect of surface reflectivity
31 
f the measured object cannot be cancelled out in Eq. (52) ( |𝐼 0 − 𝐼 1 |
ontains the information of surface reflectivity [see Eqs. (3) –(5) ] but 𝐼 

𝑝 
𝑚 

oes not), making the triangular phase shifting algorithm sensitive to

he reflectivity of the measured object. In order to make the triangular

hase shifting algorithm perform better in the presence of non-uniform

urface reflectivity, at least one more pattern should be projected [124] .
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Fig. 11. 𝜋-shift Fourier transform patterns and their corresponding cross sections. 
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ote that usually the triangular pattern needs also be periodically ex-

ended to increase the measurement accuracy, and phase unwrapping

s needed to remove the discontinuity in the wrapped intensity ratio

ap. Besides, similar to trapezoidal phase shifting method, the sharp

ransition points also make triangular phase shifting method sensitive

o image blur. 

.7. 𝜋-shift Fourier transform profilometry 

The phase shifting techniques can also be combined with FTP to ob-

ain improved accuracy and extended measurement range. In conven-

ional FTP, usually a high-frequency fringe pattern is projected onto the

bject surface, and the captured intensity I ( x, y ) is commonly expressed

s [49,125,126] 

( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [ 𝜙( 𝑥, 𝑦 )] = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] 

(55)

o simplify explanations, here we explicitly represent the phase of the

ringe pattern as a sum of independent two components: the object com-

onent 𝜙0 ( x, y ) and the linear carrier component 2 𝜋f 0 x , where f 0 is the

arrier frequency of the captured fringe image. Expanding the cosine

unction in Eq. (55) using Euler’s formula, and introducing the defini-

ion 

( 𝑥, 𝑦 )= 

1 
2 
𝐵( 𝑥, 𝑦 ) 𝑒𝑥𝑝 { 𝑖𝜙( 𝑥, 𝑦 ) } = 

1 
2 
𝐵( 𝑥, 𝑦 ) 𝑒𝑥𝑝 

{
𝑖𝜙0 ( 𝑥, 𝑦 ) 

}
𝑒𝑥𝑝 

{
𝑖 2 𝜋𝑓 0 𝑥 

}
(56)

ives 

( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐶( 𝑥, 𝑦 ) + 𝐶 ∗ ( 𝑥, 𝑦 ) (57)

here ∗ denotes the complex conjugate. Applying the 2D Fourier trans-

orm to I ( x, y ) gives 

 ̂( 𝑓 𝑥 , 𝑓 𝑦 ) = �̂� ( 𝑓 𝑥 , 𝑓 𝑦 ) + �̂� ( 𝑓 𝑥 , 𝑓 𝑦 ) + 𝐶 ∗ ( 𝑓 𝑥 , 𝑓 𝑦 ) (58)

here ( f x , f y ) is the vector in spatial frequency domain corresponding to

 x, y ). �̂� ( 𝑓 𝑥 , 𝑓 𝑦 ) and �̂� ( 𝑓 𝑥 , 𝑓 𝑦 ) are the Fourier transforms of A ( x, y ) and

 ( x, y ), respectively. Fourier shift theorem indicates that multiplying

he carrier phase factor exp ( ± i 2 𝜋f 0 x ) in spatial domain is equivalent to

 shift of the signal spectrum by ∓ f 0 in the frequency domain. Therefore,

n conventional FTP, 𝜙, A , and B are assumed to be slowly varying com-

ared to the carrier frequency f 0 such that the zero order ( �̂� ( 𝑓 𝑥 , 𝑓 𝑦 ) ) can

e well separated with the +1 order ( ̂𝐶 ( 𝑓 𝑥 , 𝑓 𝑦 ) ) and -1 order ( 𝐶 ∗ ( 𝑓 𝑥 , 𝑓 𝑦 ) )
32 
n the frequency domain. Then a properly designed band-pass filter can

e applied to extracting the +1 order ( ̂𝐶 ( 𝑓 𝑥 , 𝑓 𝑦 ) ), and the phase can

e retrieved by taking the angle part of the resultant inverse Fourier

ransform. 

( 𝑥, 𝑦 ) = tan −1 
[ 
𝑅𝑒 { 𝐶( 𝑥, 𝑦 ) } 
𝐼𝑚 { 𝐶( 𝑥, 𝑦 ) } 

] 
(59)

owever, when the measured surface contains sharp edges, disconti-

uities, or large surface reflectivity variations, the support of the three

erms in Eq. (58) will be significantly extended, so that the zero fre-

uency may overlap with the +1 and − 1 orders [28,49] . The spectrum

verlapping makes it difficult to filter out the +1 order ( ̂𝐶 ( 𝑓 𝑥 − 𝑓 0 , 𝑓 𝑦 ) ),
recluding high-accuracy phase reconstruction of complex objects. To

ddress this problem, Li and Su [86] proposed the 𝜋-shift FTP to effec-

ively suppress the zero order by projecting an additional 𝜋-shift sinu-

oidal fringe image. In the projector space, the two projected patterns

re (see Fig. 11 ) 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) (60)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 + 𝜋) = 𝑎 𝑝 − 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 
𝑝 ) (61)

he intensities of the two images captured are 

 0 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (62)

 1 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) − 𝐵( 𝑥, 𝑦 ) cos [(2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (63)

y taking the difference between I 0 and I 1 , the fundamental frequency

nformation is doubled with the zero-frequency term being effectively

ancelled: 

 𝑑 ( 𝑥, 𝑦 ) = 𝐼 0 − 𝐼 1 = 2 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (64)

hen Fourier transform is applied to I d to extract the phase informa-

ion. In this way, the fundamental spectrum modulated by the object

eight distribution can theoretically be extended from 0 to 2 f 0 , without

verlapping the zero or higher frequency components. Consequently,

he maximum measurable slope of height variation can be extended to

early three times that of the conventional FTP [86] . 
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Fig. 12. Modified Fourier transform patterns and their corresponding cross sections. 

3

 

a  

p  

t  

j

𝐼  

𝐼  

T

𝐼  

𝐼  

I  

t  

a

𝐼  

T  

S  

t  

l  

c  

a  

v  

t  

e  

m

3

 

a  

v  

t  

n  

a  

t  

s  

a

𝐼  

𝐼  

T

𝐼  

𝐼  

T  

b

𝐼  

w  

n  

w  

p

𝐴  

w

𝐵  

S  

m

𝐼  

W  

r  

q  

b  

i  

t  

(  
.8. Modified Fourier transform profilometry 

Similar to 𝜋-shift FTP, the modified FTP approach proposed by Guo

nd Huang [127] aims to reduce the impact of the zero-order term by

rojecting an additional flat pattern, which is similar to the one used in

he modified 2+1 PSP approach. In the projector space, the two pro-

ected patterns are (see Fig. 12 ) 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) (65)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 (66)

he intensities of the two images captured are 

 0 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (67)

 1 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) (68)

t can be seen that the average intensity A is directly given by I 1 . By

aking the difference between I 0 and I 1 , the zero-frequency term can

lso be effectively removed: 

 𝑑 ( 𝑥, 𝑦 ) = 𝐼 0 − 𝐼 1 = 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (69)

hen the phase can be extracted from I d based on 2D Fourier transform.

imilar to 𝜋-shift FTP, the subtraction procedure removes the effect of

he 0-order term and thus the fundamental frequency term can be se-

ected more easily from the resultant spectrum. This allows to signifi-

antly increase the maximum measurable range and the measurement

ccuracy. Besides, only a single fringe image is used to encode the phase

alue in the modified FTP, making it rather insensitive to the motion of

he scanned object. However, in 𝜋-shift FTP the phase information is

ncoded in two fringes, and thus it is much more sensitive to object

otion. 

.9. Background-normalized Fourier transform profilometry 

Though the effect of zero order can be largely removed in 𝜋-shift FTP

nd modified FTP, neither approach can handle large surface reflectivity

ariations, which also introduce spectrum leakage and thus influence

he high-quality phase retrieval. To address this issue, the background-

ormalized FTP was proposed by Zuo et al. [128] , which introduces an

dditional normalization step to modified FTP to alleviate the effect of
33 
he surface reflectivity variations. The two projected patterns are the

ame as those in the modified FTP, which are a high frequency fringe

nd an additional flat pattern, respectively: 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) (70)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 (71)

he corresponding intensities of the images captured are 

 0 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (72)

 1 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) (73)

he term used for the Fourier transform is the normalized difference

etween I 0 and I 1 : 

 𝑑 ( 𝑥, 𝑦 ) = 

𝐼 0 − 𝐼 1 
𝐼 1 + 𝛾

= 

𝐵( 𝑥, 𝑦 ) 
𝐴 ( 𝑥, 𝑦 ) 

cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (74)

here 𝛾 is a small constant to prevent divide-by-zero error. The ratio-

ale for the background-normalized FTP approach lies in the fact that

hen the ambient light [ 𝛽1 and 𝛽2 in Eq. (4) ] is weak compared to the

rojector light, the average intensity can be simplified as 

 ( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 )[ 𝑎 𝑝 + 𝛽1 ( 𝑥, 𝑦 )] + 𝛽2 ( 𝑥, 𝑦 ) ≈ 𝛼( 𝑥, 𝑦 ) 𝑎 𝑝 (75)

hich is almost proportional to the intensity modulation 

( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 ) 𝑏 𝑝 (76)

o the effect of surface reflectivity 𝛼( x, y ) can be cancelled in the nor-

alization step ( Eq. (74) ), 

 𝑑 ( 𝑥, 𝑦 )= 

𝐼 0 − 𝐼 1 
𝐼 1 +𝛾

= 

𝐵( 𝑥, 𝑦 ) 
𝐴 ( 𝑥, 𝑦 ) 

cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )]≈
𝑏 𝑝 

𝑎 𝑝 
cos [2 𝜋𝑓 0 𝑥 + 𝜙0 ( 𝑥, 𝑦 )]

(77) 

ith the effect of zero-order as well as surface reflectivity variations

emoved before the Fourier transform, the spectrum overlap in the fre-

uency domain can be prevented or significantly alleviated. It should

e noted that the original version of the background-normalized FTP

s specially designed for high-speed 3D measurement with binary pat-

erns, and the additional flat pattern has all values of ‘1’ instead of ‘0.5’

see Fig. 13 ) [128] . This is because the mid-value 0.5 is not able to be
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Fig. 13. Background-normalized FTP patterns and their corresponding cross sections. 

Fig. 14. Effect of intensity noise on the phase reconstruction. (a) Noise-free three-step phase shifting patterns and the corresponding cross section; (b) three-step 

phase shifting patterns contaminated by intensity noise; (c) resultant phase reconstruction error. 
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erfectly generated by the DMD operating in binary (1-bit) mode. Be-

ides, strictly speaking, the modified FTP and the BNFTP do not belong

o phase shifting techniques. However, since their principles and basic

deas are quite similar to the 𝜋-shift FTP, they have been also included

n our review. 

. Error analysis and compensation for PSP 

In a typical FPP system based on PSP, there are eight major causes

f phase error have been recognized: intensity noise, nonlinearity er-

or, lens defocusing, phase shifting error, motion-induced error, detec-

or saturation, illumination fluctuations, and imbalance error in color

ringe projection. This section reviews and discusses the behaviors, the

mpact on the retrieved phase, and corresponding solutions of these er-

or sources. 

.1. Intensity noise 

In a practical FPP system, the intensity of the fringe pattern at each

oint of the object is sampled by a digital camera and inevitably con-

aminated by intensity noise. The intensity noise sources include unsta-

le ambient light, projector illumination noise, camera/projector flicker,
34 
amera noise, and quantization error in the frame grabber and the pro-

ector. As illustrated in Fig. 14 , when the captured fringe images suf-

er from the intensity noise, the phase reconstructed by standard phase

hifting formula will deviate from the ideal values, resulting in phase

econstruction errors. 

Many studies have been performed to understand the effects of in-

ensity noise on the resulting phase reconstruction, and several noise

odels have been developed to quantitatively analyze the noise-induced

hase error in PSP. Earlier work focused more on the effect of noisy in-

erferograms over the estimated phase in the field of PSI [107,129–133] .

or example, Surrel [130] investigated the effect of additive noise in dig-

tal phase detection based on characteristic polynomials. He defined a

oss factor, which describes how the intensity SNR will influence phase

uality in a given phase shifting algorithm. Rathjen [129] studied sta-

istical properties of different phase shifting algorithms for the case of

dditive Gaussian intensity noise based on an intuitive vector represen-

ation. These ideas and noise models have later been adapted to the field

f PSP. Li et al. [131] proposed an additive white-noise model for PSP

nd then applied this model to optimize a two-frequency PSP algorithm.

ang et al. [133] extended the Rathjen’s vector representation to study

he noise effect in PSP, and optimized PSP patterns in order to max-

mize their SNR. Though these models are derived based on different
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Fig. 15. Effect of intensity nonlinearity on the phase reconstruction. (a) Noise-free three-step phase shifting patterns and the corresponding cross section; (b) 

three-step phase shifting patterns distorted by intensity nonlinearity (gamma = 1.4) and the corresponding cross section; (c) resultant phase reconstruction error. 
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onsiderations from various perspectives, the final conclusions they ar-

ived at are quite similar: the variance in the phase error depends pri-

arily on the noise variance, intensity modulation, and the fringe den-

ity/frequency. Assuming that the intensity noise is additive, white,

aussian distributed variable with zero-mean and a standard derivation

f 𝜎n , the standard deviation of phase error of the standard N-step PSP

pproach is defined as [82,131,133] 

𝜙 = 

√ 

2 
𝑁 

𝜎𝑛 

𝐵 

(78) 

here 𝜎𝜙 is the standard deviation of phase error, N is the number of

hase shifting steps, B is the intensity modulation. Furthermore, if the

hase is unwrapped, the phase unambiguous range can be extended

rom 2 𝜋 to 2 𝜋F , where F is the total number of periods in the fringe

attern. In other words, when the final absolute phase is scaled into the

ame dynamic range [− 𝜋, 𝜋) , the phase error can be further reduced by

 factor of F 

𝜙 = 

√ 

2 
𝑁 

𝜎𝑛 

𝐵𝐹 
(79) 

ccording to Eq. (79) , typically there are three factors can be consid-

red to suppress noise in the phase reconstruction of PSP. The first one

s to increase the number of phase shifting steps ( N ), which will prolong

he pattern sequence and increase the measurement time accordingly.

he second factor is to improve the intensity modulation B versus the

oise standard derivation 𝜎n , and the intensity modulation is known to

e directly proportional to the surface reflectivity 𝛼 and pattern ampli-

ude strength b p [see Eq. (5) ]. Therefore, for a given measured object

nd a fixed FPP system, increasing the pattern amplitude b p will reduce

he error in phase measurement. Besides using the largest possible dy-

amic range of the projector [0, 1] for fringe projection ( 𝑎 𝑝 = 𝑏 𝑝 = 0 . 5 ),
he effective fringe amplitude can also be further improved by care-

ully optimizing or modifying the standard phase shifting patterns. It

as been demonstrated that the trapezoidal pattern [94] , edge pattern

133] , and third harmonic injected pattern [134] can further provide

n improved SNR (by a factor of 15.5–23.6%) compared with conven-

ional (full dynamic range) 3-step PSP patterns due to their higher ef-

ective fringe amplitude or contrast. The last factor is to use patterns

ith higher fringe frequency, i.e., increase F . Compared with increas-

ng N or B , increasing F will more efficiently reduce 𝜎𝜙. For example,

hen 10-period fringe patterns are used for phase reconstruction, the

tandard deviation of phase error will be 10 times smaller than that ob-

ained by using unit-frequency patterns. However, using high-frequency

atterns also introduces phase ambiguities in the reconstruction process

hat need to be addressed by means of phase unwrapping, which will be

iscussed in detail in Section 5 . 
35 
.2. Nonlinearity error in the camera/projector 

The second source of error in PSP is due to the nonlinear response in

oth the camera and the projector. Most industrial digital cameras have

ery good linearity unless the camera gain is set too high. However,

or presentation and home theater digital projectors, the default gamma

etting is usually nonlinear because it is set for the nonlinear sensitivity

f human vision to intensity. The nonlinear mapping of the projector

nput to captured image intensity causes distortions of the fringe pro-

les, which in turn lead to errors in the retrieved phase map, as illus-

rated in Fig. 15 . 

For normal phase shifting techniques examined, it is assumed that

he projector has a linear response, i.e., the digitized level of fringe in-

ensity I p is linearly related to the actual intensity I real 

 

𝑝 = 𝑘 0 + 𝑘 1 𝐼 
𝑟𝑒𝑎𝑙 (80)

here k 0 and k 1 are constants. However, for most off-the-shelf projec-

ors, this may not be true, and the intensity response function of the

rojector f may be a nonlinear function 

 

𝑝 = 𝑓 ( 𝐼 𝑟𝑒𝑎𝑙 ) (81)

here are many models to characterize the response function of the pro-

ector. The simplest one is the one-parameter gamma function [135–

37] , which describes the relationship between input I real and output I p 

ith a gamma 𝛾 parameter according to 

 

𝑝 = ( 𝐼 𝑟𝑒𝑎𝑙 ) 𝛾 (82)

lternatively, a polynomial function can be used to represent the non-

inear curve [109,120] such as 

 

𝑝 = 𝑘 0 + 𝑘 1 ( 𝐼 𝑟𝑒𝑎𝑙 ) + 𝑘 2 ( 𝐼 𝑟𝑒𝑎𝑙 ) 2 + 𝑘 3 ( 𝐼 𝑟𝑒𝑎𝑙 ) 3 + ...... (83)

The majority of state-of-the-art research focused on calibrating the

onlinear response of a FPP system or compensating for the associated

rror, which can be broadly classified into two categories [135] : ac-

ive methods (correction before pattern projection) and passive meth-

ds (correction after pattern projection). The active method calibrates

he response function of the projector and modifies fringe patterns be-

ore their projection to ensure sinusoidality. Generally, no matter what

ind of model is used (e.g. gamma function [136–138] , polynomial

109,120] , and constrained cubic spline [139] ), the projector response

unction f is a monotonically increasing function of the input gray-scale,

hich means there always exists an inverse function 𝑓 −1 for f . Once f is

etermined prior to measurement, the corresponding inverse function

 

−1 can be applied to the gray levels before input to the projector by

re-distorting the projected pattern using the inverse function 𝑓 −1 to

ounteract the nonlinearity effect [109,120,137,139,140] . The whole

ompensation process is demonstrated in Fig. 16 . 
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Fig. 16. Nonlinearity compensation process by pre-distorting (correcting) the projected pattern using the inverse response function. 
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Table 1 

Non-linearity phase error for conventional N-step algorithm 

Order of Nonlinearity Phase error Δ𝜙( x, y ) 

3-step PSP 4-step PSP 5-step PSP 

Linear term 𝑘 0 + 𝑘 1 𝐼 0 0 0 

2 nd nonlinearity k 2 I 
2 − 𝐵𝑘 2 

2 
sin [ 3 𝜙( 𝑥, 𝑦 ) ] 0 0 

3 rd nonlinearity k 3 I 
3 − 𝐴𝐵𝑘 3 

2 
sin [ 3 𝜙( 𝑥, 𝑦 ) ] − 𝐵𝑘 3 

4 
sin [ 4 𝜙( 𝑥, 𝑦 ) ] 0 
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Though the basic ideal behind the compensation process is sim-

le and straightforward, the accurate measurement of the intensity re-

ponse function f requires that the input–output relation of the projector

 

𝑝 = 𝑓 ( 𝐼 𝑟𝑒𝑎𝑙 ) can be precisely obtained. Usually a white plane is set and

lluminated by the projector with serial predefined uniform intensities

e.g. from 0 to 255 for an 8-bit projector), and the corresponding in-

ensities reflected by the plane are recorded. Based on the captured im-

ges, the intensity response function of the overall system is fitted, or the

amma value is estimated [120,140] . Since the image finally captured

y the camera is: 

 𝑖 ( 𝑥, 𝑦 ) = 𝛼( 𝑥, 𝑦 ) 
{
𝑓 [ 𝐼 𝑟𝑒𝑎𝑙 

𝑖 
( 𝑥, 𝑦 )] + 𝛽1 ( 𝑥, 𝑦 ) 

}
+ 𝛽2 ( 𝑥, 𝑦 ) 𝑖 = 0 , 1 , 2 , ..., 255 

(84)

hich contains contributions from both the ambient light [ 𝛽1 ( x, y ), 𝛽2 ( x,

 )] as well as the surface reflectivity [ 𝛼( x, y )]. Therefore, the normalized

ntensity 𝐼 𝑖 ( 𝑥, 𝑦 ) should be used to establish the response curves of the

rojector [109,120,137] 

 ̄𝑖 ( 𝑥, 𝑦 ) = 255 ×
𝐼 𝑖 ( 𝑥, 𝑦 ) − 𝐼 0 ( 𝑥, 𝑦 ) 
𝐼 255 ( 𝑥, 𝑦 ) − 𝐼 0 ( 𝑥, 𝑦 ) 

(85)

n Eq. (85) , the subtraction unconditionally removes any background

ffset while the division normalizes the pattern to remove the reflec-

ivity variations across the surface. Besides, since for most commer-

ial video projectors, the response curves of all pixels are identical (no

onuniformity in the projector), the normalized intensity 𝐼 𝑖 ( 𝑥, 𝑦 ) can be

veraged across the image to further reduce the effect of noise. Rather

han calibrating the response function using normal least-square fit-

ing based on uniform gray level patterns, there are also some ‘self-

alibration’ methods extracting the nonlinear parameters based on

amma-distorted fringe images directly. Baker et al. [141] exploited

he generalization and interpolation capabilities of a feed-forward back

ropagation neural network to model the intensity response function

nd map from distorted fringe to nondistorted one. Guo et al. [136] em-

loyed the normalized cumulative histogram of the fringe images to es-

imate the gamma value. The theoretical foundation is that the cumula-

ive distribution functions of sinusoidal signals homologically have fixed

orms independent of their phases and frequencies. Liu et al. [138] de-

eloped a mathematical model for predicting the effects of gamma dis-

ortion on standard PSP. The gamma value is estimated from the har-

onic intensity modulation coefficients of PSP with a large number of

hase-shifted patterns. Li et al. [142] further incorporated the projector

efocus into Liu’s model [138] and determined the level of defocus-

ng by using two preset gamma values. Hoang et al. [143] determined

he gamma value through solving the nonlinear function of the ideal

hase and the distorted phase, and the ideal phase was determined by

hase shifting with a large number of steps. L ̈𝑢 et al. [144] developed a

elf-correcting method that directly estimates the projector nonlinearity

urve from the fringe patterns when measuring an object. The polyno-

ial coefficients are determined by fitting the curve of the normalized

ringe intensities against the cosine values of the smoothed phases. 
36 
Besides the one-parameter gamma model and the polynomial model,

ctual nonsinusoidal waveforms can also be approximated as an ideal si-

usoidal function distorted by high-order harmonics. Specifically, based

n the Fourier series expansion, the nonsinusoidal waveform can be

epresented as 

 

𝑝 ( 𝑥 𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 

∞∑
𝑘 =1 

𝑏 
𝑝 

𝑘 
cos [ 𝑘 (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 2 𝜋𝑛 ∕ 𝑁)] (86)

here the high order harmonics ( k > 1) make the waveform deviate from

he ideal sinusoidal function. Instead of calibrating the response func-

ion and modifying fringe patterns before projection, some other active

ethods employ the lens defocusing effect as a low-pass filter to sup-

ress the unwanted high-order harmonics in the waveforms to make

hem become more sinusoidal. For example, Su et al. [145] and Lei and

hang [146] generated quasi-sinusoidal fringe patterns by defocusing

inary fringe patterns. Baker et al. [141] followed this technique to de-

ocus the gamma distorted fringes instead of binary waveforms. These

efocus-based approaches are simple to implement and require no ad-

itional computation for calibration or compensation, but the improve-

ent is at the cost of reducing the fringe contrast and diminishing the

NR. Alternatively, the high-order harmonics can also be attenuated by

lurring the captured fringe image [147] . The blur effect is similar to

he defocus, but the high-frequency detail of object surface may also be

iminished. 

The passive method, in contrast, does not modify the projector’s in-

ut fringe patterns, but compensates the phase error by using some post-

rocessing algorithms after nonlinear fringe patterns are captured. In

act, standard N-step phase shifting algorithms have certain resistance

o the nonlinearity error inherently. Wingerden et al. [148] analyzed the

mpact of nonlinearities on various phase shifting algorithms based on

he polynomial model [ Eq. (82) ]. And it has been found that the 3-step

hase shifting algorithm is sensitive to all higher order ( ≥ 2) errors, the

-step phase shifting algorithm is insensitive to the 2nd order error, and

he 5-step phase shifting algorithm is insensitive to both the 2nd and

rd order errors, as summarized in Table 1 . 

Stetson and Brohinski [149] analyzed various algorithms and non-

inearities based on Fourier series expansion model [ Eq. (86) ], and their

esults are summarized in Table 2 . The × indicates that the nonlinearity

ffects the phase calculation, the blank indicates that the effect of the

onlinearity is automatically cancelled in the phase calculation. Surrel

150] analyzed different phase shifting algorithms with characteristic
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Table 2 

Sensitivity of different phase shifting algorithms to high order harmonics. 

Number of Step Harmonics 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

3 × × × × × × × × × × ×
4 × × × × × × × ×
5 × × × × × ×
6 × × × × ×
7 × × × ×
8 × × × ×
9 × × ×
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olynomials and obtain a more generalized result: N-step phase shift-

ng is only sensitive to the presence of the ( 𝑝 + 1) 𝑁 ± 1 th harmonics,

here p is an integer. For example, the six-step algorithm is not only

nsensitive to harmonics 2, 3, and 4, but also to harmonics 6, 8, 9, 10,

2, 14.... It is sensitive only to harmonics 5 + 6 𝑝 and 7 + 6 𝑝 . Baker et al.

151] found that the period of primary nonlinearity phase error is equal

o the number of phase shifts of the captured fringe patterns [e.g., in 3-

tep PSP, the nonlinear phase error is 3rd-order harmonics, as shown in

igs. 15 (c)]. Besides the standard phase shifting algorithms, some other

pecial PSP algorithms have been developed to compensate the nonlin-

arity error specifically. Hibino et al. [152] designed a phase shifting

lgorithm that is able to eliminate the effects of harmonic components

f intensity signal and a constant phase-shift error with at least 5 pro-

ected patterns. Huang et al. [90] proposed the double three-step phase

hifting algorithm, which can cancel 2nd order nonlinearity in the poly-

omial model by averaging two distorted phases with opposite distor-

ion directions (introduced in Section 3.2 ). 

Though using a large number of phase shifting steps can completely

emove the effects of nonlinearity theoretically [138,143,153] , it re-

uires much longer pattern sequence, more storage space, and longer

rocessing time, which is unappealing for applications of high-speed and

eal-time measurements. Therefore, many phase compensation algo-

ithms have been proposed to compensate the nonsinusoidal phase error

ithout the need for additional fringe patterns [98,138,141,151,154–

59] . For example, Zhang and Huang [154] proposed a look-up-table

LUT) based approach to compensate the phase error directly without

mploying any mathematical gamma model. The LUT is built based on

he phase error calculated from the calibrated gamma of the projector.

hang and Yau [155] presented another LUT-based phase compensation

lgorithm that is generic for any phase shifting methods. Without cali-

rating the gamma of the projector, the LUT is directly established by

nalyzing the captured fringe images of a flat board directly. Inspired by

hang’s work [155] , Jia et al. [98] also proposed a LUT-based compen-

ation algorithm for their two-step triangular phase shifting method.

uo et al. [136] employed statistical methods to analyze and correct

or gamma distortion by framing gamma distortion as an uncertainty

roblem. Pan et al. [156] proposed an iterative phase compensation al-

orithm based on the period of nonlinearity phase error being equal to

he number of phase shifts of the captured fringe patterns. Liu et al.

138] developed a mathematical model for predicting the phase error

ntroduced by gamma distortion and corrected the phase error by solv-

ng an nonlinear optimization problem. 

Compared with previous active methods, passive phase compensa-

ion approaches have to be performed pixel by pixel after measurement,

hich takes more computing effort. Besides, caution should be given to

he calibration conditions and the measurement conditions [135] . Con-

idering the nonlinearity error is a kind of systematic error, the active

ethods are often preferable if such methods can be adopted. The cal-

bration precedence, though elaborate and time-consuming, only needs

o be done once before the measurement. However, in some special cir-

umstances that the time-variant feature of the projector nonlinearity

as to be considered explicitly [144,160] , reference-based calibration

ethods cannot follow the drift in the parameters over time. As a re-
37 
ult, passive phase compensation approaches or active methods with

elf-calibration capability should be used because they are able to con-

inuously suppress the nonlinearity effect without a prior calibration of

he intensity response of the projector or of the phase errors. 

.3. Lens defocusing 

In sinusoidal phase shifting methods, image defocus will not intro-

uce phase error theoretically because a sinusoidal pattern will still be a

inusoidal pattern when the image is defocused, even though the fringe

ontrast may be reduced. The defocus effect can be mathematically mod-

led as the convolution of an ideal sharp image with the point spread

unction (PSF) of the imaging system, which is usually approximated by

 circular Gaussian function: 

 ( 𝑥, 𝑦 ) = 

1 
2 𝜋𝜎2 

𝑒𝑥𝑝 (− 

𝑥 2 + 𝑦 2 

2 𝜎2 
) (87)

here the standard deviation 𝜎 is proportional to the defocusing level.

n the frequency domain, the image spectrum is also filtered by the op-

ical transfer function (OTF) of the imaging system accordingly, which

s just the Fourier transform of the PSF. As the Fourier transform of a

aussian function is also a Gaussian function, the OTF is also of Gaussian

hape with its width controlled by 𝜎. It attenuates the image spectrum

specially for high spatial frequencies. Since the sinusoidal fringe con-

ains only single frequency component, lens defocusing will not change

he shape of the waveform but diminish its amplitude, as illustrated in

ig. 17 (a) and (b). For non-sinusoidal pattern, such as trapezoidal or

riangular phase shifting patterns, image defocus will smooth the wave-

orm, which causes errors that cannot be ignored [94,99] . In general,

ens defocusing may affect the measurement result or introduce mea-

urement error if the pattern’s waveform is not a smooth function (con-

ains edges, stairs, or abrupt changes) [see Fig. 17 (c) and (d)]. In some

emporal phase unwrapping approaches, e.g. Gray code [161–164] and

tair phase coding methods [165–167] , image defocus may also intro-

uce phase unwrapping errors around sharp regions of the pattern, as

ill be discussed in Section 5 . 

Rather than just being a kind of error source, lens defocusing can

lso be utilized as an optical low-pass filter to optimize the projected

ringe patterns. As we mentioned in Section 4.2 , lens defocusing is help-

ul to alleviate the nonlinear response of the projector and reduce the

ssociated phase measurement error [141,145,146] . On the other hand,

or high-speed (kHz) 3D shape measurement applications, it is prefer-

ble to employ only low-bit patterns for fringe projection. Because the

MD is a binary digital device (can be either ‘on’ or ‘off’), a gray-scale

mage is created with the binary temporal pulse-width-modulation, and

he intensity level is reproduced by controlling the amount of time the

irror is on/off. So the less gray-scales are used, the fewer cycles are

eeded for the DMD to recompose the pattern signals. If binary pat-

erns are used for fringe projection, the DMD can operate in 1-bit mode,

hich allows for the maximum projection rate up to tens of kilo-Hz

128,168,169] . Since 1-bit grayscale (0 and 1) is insufficient to cre-

te an ideal sinusoidal pattern, the lens defocusing has been further

ntroduced as a low-pass filter to filter out the unwanted high-order
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Fig. 17. Effect of lens defocusing on sinusoidal fringe pattern and binary square pattern (a 50 ×50 Gaussian kernel with 𝜎 = 15 is used to simulate the defocusing 

effect). (a) Ideal sinusoidal fringe pattern; (b) sinusoidal fringe pattern after defocusing; (c) ideal binary square pattern; (d) binary square pattern after defocusing. 
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armonics in the waveforms in order to make them become more si-

usoidal (as illustrated in Fig. 17 (c) and (d), a binary square wave can

ecome ‘quasi-sinusoidal’ after defocusing). It should be mentioned that

he similar problem was also encountered earlier in the fringe projec-

ion techniques based on a physical grating because an accurate grating

ith sinusoidal transparency is difficult to manufacture. To address this

roblem, defocused projection of square wave generated by a Ronchi

rating was proposed, which can produce high-quality sinusoidal pat-

erns for PSP phase evaluation [170] . The sinusoidality of fringe patterns

an also be improved by area modulation technique, which utilizes only

wo grayscales to approach the sinusoidal transparency function in the

patial domain during micro-manufacturing [171] . The main concept of

hese approaches has later been adopted to digital FPP, and a number

f approaches have been developed to optimize the defocused binary

attern in order to create ideal sinusoidal pattern or achieve higher

easurement accuracy, e.g., squared binary pattern [146] , sinusoidal

ulse-width-modulation (SPWM) [111,172,173] , optimal pulse-width-

odulation (OPWM) [173,174] , binary dithering techniques [175] , and

ptimized-dithering techniques [176–179] . Besides, as mentioned in

ection 5.2 , phase shifting techniques have inherent resistance to cer-
38 
ain order harmonics components. This property has also been consid-

red and well-studied for optimizing the binary patterns and reducing

he phase reconstruction error [173,179,180] . A detailed introduction

f these binary defocusing techniques can be found in [160] . 

.4. Phase shifting error 

In the field of PSI, the phase shifting error is the principal error

ource affecting the measurement precision of a interferometric sys-

em. Most phase shifting techniques assume a fixed and known phase

tep size. However, non-linearities in the movement of a piezoelec-

ric ceramic transformer (PZT) performing the phase shifting, or a mis-

alibration of phase step size can cause the phase shifting error. The

hase shifting error will influence inevitably the accurate phase recon-

truction if a conventional phase shifting technique is used, as illustrated

n Fig. 18 . It has been shown by Schwider et al. [181,182] that for a

mall phase shift error 𝜖𝛾 , the corresponding phase error calculated by

tandard N-step phase shifting algorithm is at double the frequency of
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Fig. 18. Effect of phase shifting error on the phase reconstruction. (a) Ideal three-step phase shifting patterns and the corresponding cross section; (b) mis-calibrated 

three-step phase shifting patterns with a phase shifting error of 𝜋/10; (c) resultant phase reconstruction error. 
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he phase [this phenomenon can be clearly observed in Figs. 18 (c)] 

𝜙( 𝑥, 𝑦 ) ≈ 𝑎 + 𝑏 cos [2 𝜙( 𝑥, 𝑦 )] + 𝑐 sin [2 𝜙( 𝑥, 𝑦 )] (88)

here the coefficients a, b , and c are approximately proportional to 𝜖𝛾 .

reath [183] also analyzed the phase shifting error by simulation, con-

rming 2 𝜙 nature of the phase error, and showing that the greater the

umber of steps, the lower the amplitude of the phase error. Therefore,

o reduce the phase shifting error, one can increase the number of phase

hifting steps, or select a phase shifting algorithm that is less sensitive

o the phase shifting error, such as the 𝐶𝑎𝑟𝑟 ́𝑒 [184] and Hariharan phase

hifting algorithms [85] (discussed in details in Section 3.3 ). It should

e mentioned that in digital FPP system, the phase shift is generated by

 digital projector based on a software program, so theoretically, there

s no phase shifting error. 

.5. Motion-induced error 

Though digital FPP is totally free from phase shifting error, there

s another kind of error so-called motion-induced errors or motion arti-

acts, which are quite relevant. In conventional PSP, the measured scene

s considered static during the capture of the multiple phase-shifted im-

ges, so the measured phase will not change. This condition may not

old when the scene becomes dynamic, even a high-speed FPP system

s used. 

As illustrated in Fig. 19 , when the measured surface is not motion-

ess during the acquisition process, one point in the projected pattern

equence can be mapped to different points on the object surface, so the

ame scene point in the sequentially captured images will have differ-

nt phase values rather than sharing the same as value in the static case.

or example, in 3-step PSP, the intensity images actually captured can

e described as 

 0 = 𝐴 + 𝐵 cos ( 𝜙 − Δ𝜙1 ) (89)

 1 = 𝐴 + 𝐵 cos ( 𝜙 − 2 𝜋∕3) (90)

 2 = 𝐴 + 𝐵 cos ( 𝜙 − 4 𝜋∕3 + Δ𝜙2 ) (91)

here Δ𝜙1 and △𝜙2 are the motion-induced phase offsets with respect

o the middle image ( I 1 ). It can be seen from Fig. 19 that when the sur-

ace is moving towards/away from the measurement system (along the

 -axis), the phase step size is no longer 2 𝜋/3, which causes the phase

easurement error that is quite similar with the phase shifting error. As

iscussed in Section 4.4 , increasing the number of phase shifting steps

r using specific algorithms can reduce the phase shifting error. How-

ver, it will extend the pattern sequence and prolong the measurement
39 
ime (for example, Hariharan phase shifting algorithm [57,85] requires

 fringe patterns), making the measurement still very sensitive to mo-

ion. 

Since using the minimum number of fringe images is desirable for

educing the measurement time, researchers tried to improve the three-

tep phase shifting algorithm in order to explicitly account for the

otion-induced error. Weise et al. [121] assumed a linear phase off-

et model (motion is uniform Δ𝜙1 ≈Δ𝜙2 ) for 3-step phase shifting algo-

ithm and used Taylor approximation to generate a close-form expres-

ion for the motion error in order to apply motion compensation on

 pixel level. Based on a local smoothness assumption, a linear least-

quare fit is performed in the local neighborhood of each pixel to solve

or unknown phase offset and the real phase. Cong et al. [185] pro-

osed a Fourier-assisted phase shifting approach in which the motion-

elated phase offset in 3-step PSP is estimated by differentiating the

hase measurements generated from two adjacent frames with FTP.

his approach does not impose specific restrictions on the real phase

nd works well for the case of non-uniform motion. Li et al. [186] also

roposed a hybrid computational framework to reduce motion-induced

rror by combining the FTP with the PSP. With the assistance of geomet-

ic constraints, the high-frequency phase recovered by FTP is unwrapped

ased on the low-frequency phase obtained by PSP, resulting in an ab-

olute phase map that is resistant to phase errors caused by rapid object

ovements. 

When the measured surface is not simply moving towards/away

rom the measurement system, the associated measurement error be-

omes more complicated to analyze. For example, if the direction of

inusoidal patterns is parallel to the motion direction, the movement

f the measured object will introduce both the phase shifting error

nd the surface misalignment. In such cases, pixel matching algorithms

102,187–189] and arbitrary unequal-step phase shifting [190] need to

e used to obtain reliable measurements. Otherwise, large measurement

rror and outliers will occur by simply applying conventional PSP algo-

ithms [191,192] . For more complicated 3D movement of a rigid object,

u et al. [193] developed a model to describe the fringe patterns influ-

nced by the 3D movement, and refines the unknown phase offset by

he least-squares method with constraints of the background intensity

nd the fringe modulation. Considering different kinds of motion in di-

ections of x , y , and z , Feng et al. [194] classified the motion-induced ar-

ifacts into 3 categories: motion ripples, motion-induced phase unwrap-

ing error, and motion outliers, and developed their respective counter-

easures. The phase error (motion ripples) is compensated based on the

tatistical nature of the sinusoidal fringes; the phase unwrapping errors

re corrected by exploiting adjacent reliable pixels, and the outliers are

emoved by comparing the original phase map with a smoothed phase

ap. 
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Fig. 19. Illustration of motion-induced phase shifting error in conventional three-step PSP. The measured surface is moving towards the measurement system. 

Fig. 20. Effect of intensity saturation on the phase reconstruction. (a) Ideal three-step phase shifting patterns and the corresponding cross section; (b) saturated 

three-step phase shifting patterns and the corresponding cross section (1.2 × gain, the original intensity values with a dynamic range of [0, 1.2] are truncated to 

[0,1]); (c) resultant phase reconstruction error. 
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.6. Intensity saturation 

Intensity saturation may take place as a fringe pattern is projected

nto an object which has a relatively high reflectivity, or the camera

xposure time is set too long. If saturated fringe patterns are used in

onventional PSP, the phase error will occur due to the truncated in-

ensity profile of the fringe pattern, as illustrated in Fig. 20 . To pre-

ent or compensate the saturation-induced phase error, many state-of-

he-art methods have been proposed, and they can be classified into 3

ategories: exposure-based approaches [117,118,195–197] , projection-

ased approaches [198–206] , and post-processing compensation algo-

ithms [103,207–210] . 

In exposure-based approaches, the camera exposure is properly ad-

usted according to the surface reflectivity in order to prevent intensity

aturation. For example, Zhang et al. [117] proposed a high dynamic

ange scanning technique in which a set of fringe images are captured

ith different exposure times, and the brightest but unsaturated pixel in

he fringe pattern set are used to calculate the phase value on a pixel by

ixel basis. Instead of choosing the brightest pixel, Jiang et al. [118] pre-

ented a similar multi-exposure approach which uses the intensity mod-

lation as the criterion to determine the best fringe pattern set. Ekstrand

t al. [195] presented an auto-exposure technique, in which the expo-
40 
ure time is automatically adjusted according to the reflectivity of the

easured object. Ri et al. [196] presented an intensity range extension

ethod using a self-developed DMD camera. Each pixel of the camera

orresponds exactly to one mirror of the DMD, which can modulate the

rightness of incoming light for each camera pixel independently to pre-

ent overexposed areas. Yin et al. [197] suggested a high dynamic range

D measurement technique based on a single-chip color camera. From

he single-shot raw data of the color camera, 4 monochrome sub-images

orresponding to R, G, G and B channels can be obtained and synthe-

ized to avoid over-exposure. 

The projection-based approaches, however, avoid intensity satura-

ion by adjusting the intensity and contrast of the projected fringe

attern. Waddington and Kofman [198] suggested to project different

roups of sinusoidal fringe images with modified maximum input gray

evels. This technique follows the similar idea as in the multi-exposure

pproach but the image intensity is controlled by the projector rather

han the camera. Babaie et al. [202] presented a high dynamic range

easurement technique that recursively controls the intensity of the

rojection pattern at pixel level based on the feedback from the reflected

mages captured by the camera. Li and Kofman [200] proposed an adap-

ive fringe-pattern projection method that accommodates the maximum

nput gray level in projected fringe patterns to the local reflectivity of
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Fig. 21. Effect of illumination fluctuation on the phase reconstruction. (a) Ideal three-step phase shifting patterns and the corresponding cross section; (b) three-step 

phase shifting patterns captured under fluctuating illumination and the corresponding cross section; (c) resultant phase reconstruction error. 

a  

l  

t  

p  

p  

h  

e  

t  

c  

m  

a  

c  

e  

i  

t  

b  

s  

i

 

p  

C  

t  

p  

s  

s  

t  

r  

d  

s  

t  

c  

a  

t  

o  

p  

t  

c  

i  

i  

n  

e

4

 

m  

s  

c  

s  

t  

w  

s  

e  

t  

f  

a  

s

𝐼  

w  

u  

i  

p

 

t  

t  

s  

x  

o  

d  

o  

t  

t  

h  

i  

c  

v  

s  

t  

s  

a  

p  

i  

P  

p  

t  

u  

r  

s  

fl  

p  

t  

l  

p  
n object surface being measured. Lin et al. [203] developed a simi-

ar method to measure objects with a large range of reflectivity varia-

ions by adaptively adjusting the pixel-wise intensity of the projected

atterns based on non-linear regression. Besides directly controlling the

rojection intensity, polarization optics have also been introduced in

igh dynamic range 3D measurement due to their unique advantage of

ffective specular highlight suppression. Chen et al. [204] introduced

wo linear polarizers in front of both the projector and the camera and

ombined the polarization-difference imaging with the phase shifting

ethod to measure shiny objects. Salahieh et al. [205] proposed to use

 polarization camera with a pixelated polarizer array which allows to

apture 4 images with different polarization states with single camera

xposure. The intensity saturation can be effectively avoided by select-

ng different polarization measurements. It should be mentioned that

he projection-based or polarization-based approaches can also be com-

ined with multi-exposure approaches to achieve more accurate mea-

urements for objects with very high dynamic range of surface reflectiv-

ty, as demonstrated by Feng et al. [206] . 

The final category of approaches overcome the saturation-induced

hase error by post-processing compensation algorithms. For example,

hen et al. [207] tried to modify the phase retrieval algorithm to bypass

he intensity saturation problem based on conventional N-step ( N > 3)

hase shifting fringe patterns. Since the minimum number for phase

hifting is 3, if there are at least three unsaturated intensity values at the

ame pixel, the phase can be reconstructed accurately without any dis-

urbance from the saturated intensity image. The phase-recovering algo-

ithms corresponding to five- and seven-step phase shifting method were

educed by Hu et al. [103,208] . Guo and L ̈𝑢 [211] proposed a phase

hifting algorithm based on Hough transform, which is able to alleviate

he impacts of intensity saturation and produce high-accuracy phase re-

onstruction from saturated fringe patterns. Jiang et al. [210] proposed

 real-time high dynamic range scanning method by projecting addi-

ional inverted fringe patterns to complement the saturated pixels in

riginal 3-step phase-shifted fringe images. Chen and Zhang [209] pro-

osed to use a large-step phase shifting algorithm to overcome the in-

ensity saturation error. All captured fringe images are used for phase

alculation regardless of whether they are saturated or not. Since the

ntensity saturation can also be regarded as a special kind of nonlinear-

ty error, it is not difficult to understand that using a sufficiently large

umber of phase shifting steps can completely eliminate the saturation

rror. 

.7. Illumination fluctuation 

In most phase shifting algorithms, the background intensity and

odulation at each point of the fringe patterns are assumed to be con-

tant during phase shifting. In practical measurement, however, this
41 
ondition is not always satisfied due to the power fluctuations of light

ources and the instability of environmental lighting. It has been found

hat the stability of the projected light intensity significantly decreases

ith aging of the projector bulb [212] . For DLP projectors, the tran-

ient response of the DMD may also introduce illumination fluctuations

specially with short exposure times because the camera may capture

he dynamic binary on/off integration of the DMD pixels during image

ormation [213] . When there are uniform fluctuations of projection and

mbient light, the captured phase shifting fringe patterns can be repre-

ented as 

 𝑛 ( 𝑥, 𝑦 ) = 𝛼𝑛 𝐴 ( 𝑥, 𝑦 ) + 𝛽𝑛 𝐵( 𝑥, 𝑦 ) cos 
[
𝜙( 𝑥, 𝑦 ) − 2 𝜋𝑛 ∕ 𝑁 

]
(92)

here 𝛼n and 𝛽n are the fluctuation factors of the background and mod-

lation, respectively. The fluctuation of intensity changes the average

ntensity and modulation of the fringe patterns, which contributes to

hase errors, as illustrated in Fig. 21 . 

Several approaches have been proposed to prevent or compensate

he phase error associated with illumination fluctuations. Among them,

he most straightforward approach is to use a highly stabilized light

ource in the measurement system. For example, Lu et al. [214] used a

enon lamp with intensity stability better than 0.2% as the light source

f a FPP system, which guarantees that the phase measuring error in-

uced by the illumination fluctuation does not exceed 0.002 rad in the-

ry. An additional photo-detection device can be introduced to moni-

or illumination variations in real time, which provides a feedback to

he stabilization or compensation mechanisms [215,216] . Besides these

ardware-aided techniques, a more convenient and economic solution

s to compensate the illumination fluctuations by post-processing the

aptured fringe patterns. If the fluctuation of the source is random and

arying rapidly, simply averaging multiple fringe images at each phase

hifting step can effectively mitigate the effect of the illumination fluc-

uations [212] . In the presence of systematic and slowly varying inten-

ity fluctuations, specific algorithms have to be designed. Based on an

ssumption that the power of the light source varies linearly as the

hase shift, Onodera and Ishii [217] developed a six-step phase shift-

ng algorithm for compensating for the linear change in illumination in

SI. Several iterative self-calibrating PSI algorithms have also been pro-

osed, which allow to estimate the mis-calibrated phase shifts as well as

he fluctuation factors simultaneously [218,219] . However, due to more

nknowns are involved, these self-calibrating PSI approaches generally

equire capturing more additional fringe patterns in order to make the

ystem of equations well-determined. To compensate the illumination

uctuations in FPP, Zhang et al. [21] proposed a method based on em-

irical mode decomposition algorithm to remove the intensity fluctua-

ions caused by background light and the intensity of projection system

ight source before phase calculation. Lu et al. [220] segmented each

hase shifting fringe pattern using Otsu’s method and then corrected the
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Fig. 22. Illustration of color coupling and imbalance in color fringe projection. (a) Ideal three-step phase shifting patterns and the corresponding cross section; (b) 

the color pattern after RGB encoding and the corresponding distorted color pattern with color coupling and imbalance; (c) the distorted three-step phase shifting 

patterns and the corresponding cross section after RGB decoding. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article). 
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ffect of the illumination fluctuations based on a linear gray-level trans-

ormation. Chen et al. [221] investigated the characteristics of the insta-

ility of light source and found that the time-dependent phase error can

ardly be uniquely represented by a deterministic function for different

easurements, precluding the use of pre-calibration-based compensa-

ion procedures. Thus, they proposed two real-time correction methods

or reducing the time-dependent phase error by introducing additional

eference regions for obtaining the time-dependent phase error and es-

ablishing the mapping function. 

.8. Coupling and imbalance error in color fringe projection 

For conventional PSP techniques, multiple phase-shifted

onochrome fringe patterns are sequentially projected onto the

bject surface and then captured by a monochrome camera. However,

his multiple-shot mechanism is sensitive to object motion during

he time gap between two images. Single-shot color fringe pattern

echniques have been used to address this problem because three color

hannels can encode three separate fringe patterns within one single

olor pattern [30] . When the color fringe image is captured with a

olor camera, three monochrome fringe images can then be extracted

rom the three color (RGB) channels. The whole process of color fringe

ncoding and decoding is illustrated in Fig. 22 . 

Color fringe projection enables three-step phase shifting in one color

ringe [222–225] [see Fig. 25 (b)], allowing for fast measurement of dy-

amic scenes. However, for color fringe projection, color coupling and

mbalance will distort the intensities of fringe patterns encoded in the

hree color channels, resulting in major errors in the phase reconstruc-

ion [see Fig. 25 (c)] [30,159,222–230] . Projectors and cameras are usu-

lly designed to have some overlaps with the spectra of the color chan-

els to avoid color-blind regions in the spectrum, which unfortunately

auses color coupling. Because of color coupling, the three primary color

hannels cannot be split correctly from a color fringe pattern. As a re-

ult, the three phase-shifted fringe patterns will have distorted inten-

ity profiles, which causes significant errors in phase calculation. Many

orrection methods based on either hardware or software have been

roposed to address the color coupling problem in color FPP [159,223–

27,229,230] . 

Color imbalance is another big challenge. Because human eyes have

ifferent sensitivity to different colors, most projectors are intentionally

esigned to have different intensity responses for RGB colors. In PSP,

he imbalances among the three color channels (corresponding to three

ringe images) may lead to phase error. The color imbalance problem is

lso related to the nonlinearity effect of the projector (see Section 4.2 for
42 
etails), but three color channels (RGB) need to be compensated simul-

aneously [222–225,227,230] . The measurement of colored object sur-

ace is also an important problem requiring special considerations. Since

GB colors of the fringe image captured by the camera are dependent

pon both the projected fringe and the surface color of the measured ob-

ect, it is very challenging to measure a colored object accurately with

olor fringe projection. 

Finally, it should be also mentioned that for most single-chip

LP projectors, the RGB channels of a color image are actually dis-

layed sequentially, modulated by a synchronized rotating color wheel

109,120,121,231] . Thus, in order to achieve accurate phase measure-

ents, the color fringe projection technique can only be applied when

he camera frame rate is much lower than (or exactly integer times of)

he refresh rate of a digital video projector. 

. Phase shifting algorithms for absolute phase recovery 

In PSP, the sinusoidal fringe pattern with zero phase shift carries

he absolute phase information that is defined implicitly on itself and

ts phase-shifted counterparts. Although the intensity distribution in a

inusoidal fringe pattern is periodic with 2 𝜋 phase ambiguity, the abso-

ute phase value is unique at every pixel due to the use of fringe order

nformation. Once the absolute phase Φ( x, y ) is obtained, we can es-

ablish a unique correspondence value x p for each camera pixel ( x, y )

hrough the linear equation 

( 𝑥, 𝑦 ) = 2 𝜋𝑓 𝑝 𝑥 𝑝 = 

2 𝜋
𝜆
𝑥 𝑝 (93)

here 𝜆 is the fringe wavelength/pitch (in pixel) and obviously 𝑓 𝑝 =
∕ 𝜆. However, when using phase shifting algorithms described in

ection 3 for phase measurement, the acquired phase map of the sur-

ace being measured is wrapped within principle values ranging be-

ween − 𝜋 and 𝜋, which means the fringe order information is lost. In

rder to recover the fringe orders and obtain the absolute phase map

f the measured surface, phase unwrapping needs to be performed. As

emonstrated in Fig. 23 , the rudimentary phase unwrapping procedure

s revealed as a process concerned with finding the fringe order k for

ach camera pixel ( x, y ) and adding corresponding integer multiples of

 𝜋: 

( 𝑥, 𝑦 ) = 𝜙( 𝑥, 𝑦 ) + 2 𝜋𝑘 ( 𝑥, 𝑦 ) (94)

s we mentioned in introduction, there are two principal groups of

hase unwrapping algorithms: spatial phase unwrapping [58–61] and

emporal phase unwrapping [68–70,72,81,232] . Since the spatial phase

nwrapping methods are based on the phase information of spatial
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Fig. 23. Example of three-step phase shifting algorithm and phase unwrapping.(a) three-step phase shifting patterns; (b) intensity cross sections of I 0 , I 1 , and I 2 ; (c) 

wrapped phase map retrieved by phase shifting algorithm; (d) the relation between the wrapped phase 𝜙( x, y ) and the absolute phase Φ( x, y ). 
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eighboring pixels, it cannot uniquely determine the period numbers

f isolated surfaces or depth discontinuities by using only single phase

istribution. Thus, to unwrap a more general phase map which may con-

ain large discontinuities and separations, temporal phase unwrapping

pproaches should be used. 

.1. Phase shifting plus standard temporal phase unwrapping (3+3) 

ethod 

Standard temporal phase unwrapping (TPU) algorithms unwrap the

rapped phase map with the aid of additional wrapped phase maps

ith different fringe periods. This category of algorithms can be further

ivided into 3 sub-groups: multi-frequency (hierarchical) approaches

68,69,78] , multi-wavelength (heterodyne) approaches [70,71,79] , and

umber theoretical approaches [72,73,80,81] . These methods are inves-

igated and compared in details in [82] , and it has been found that the

ulti-frequency (hierarchical) approach provides the best unwrapping

eliability and is the most robust to noise. Besides, it is quite easy to im-

lement. In the following part of this review, we only use two-frequency

ierarchical TPU as a representative of these TPU approaches. But it

hould be noted that the following PSP schemes may also be combined

ith other related TPU algorithms. 

The two-frequency hierarchical TPU requires two wrapped phase

aps with different fringe pitches. These two wrapped phase maps

re both retrieved from phase shifting algorithm or other phase detec-

ion approaches, ranging from − 𝜋 to 𝜋. The first set of phase shifting

atterns is normal high-frequency periodical fringes, which leads to a

igh-frequency phase map 𝜙h ( x, y ) with several 2 𝜋 wraps. The other

low-frequency) phase map 𝜙l ( x, y ) is retrieved by using a set of unit-

requency patterns, and thus, no phase unwrapping is required. This

nit-frequency phase is then used as a reference to determine the inte-

er fringe order k h ( x, y ) of the high-frequency phase map 𝜙h ( x, y ) for

ach pixel 

 ℎ ( 𝑥, 𝑦 ) = 𝑅𝑜𝑢𝑛𝑑 

[ 
( 𝜆𝑙 ∕ 𝜆ℎ ) 𝜙𝑙 ( 𝑥, 𝑦 ) − 𝜙ℎ ( 𝑥, 𝑦 ) 

2 𝜋

] 
(95)

here Round[ ] denotes to obtain the closest integer value. By this

eans the high-frequency phase 𝜙h ( x, y ) can be successfully unwrapped

ased on Eq. (94) . Since according to the phase shifting formula [ Eqs. (7)

nd (8) ], the minimum number of patterns required to get the phase
43 
nformation is 3. So if we implement TPU based on standard PSP algo-

ithms, at least 6 patterns (two separate 3-step phase shifting patterns)

hould be involved for obtaining two wrapped phases 𝜙h and 𝜙l , as il-

ustrated in Fig. 24 . In the following, we refer this specific phase shifting

lus standard TPU method as 3+3 phase shifting algorithm for simplic-

ty. 

.2. Phase shifting plus Gray code method 

The Gray code is a popular SL technique which uses projection pat-

erns with only black and white fringes [38] . It can be used by itself for

hase measurement, or as a phase unwrapping tool for phase shifting

ethod [67] . The basic idea of Gray code method is to construct a set of

inary fringe patterns with different fringe arrangements such that the

rojection pattern space can be partitioned into a number of sections

nd each section can be uniquely identified by its binary intensities in

he sequence of patterns. 

If a number of N patterns are used, the number of sections defined

n the projection pattern space could reach 2 N . Since every partition

n the projection pattern space is related to a certain range of absolute

hase values, the possible range of the pixel’s absolute phase value can

e determined. The phase unwrapping process can hence be done by

dding multiples of 2 𝜋 to the wrapped phase value of the pixel, which

an be obtained from phase measurement techniques such as phase shift-

ng method, to make it consistent with the known range of the pixel’s

bsolute phase value. For a phase map with the total number of fringe or-

ers F , the minimum number of additional Gray code patterns required

s ⌈log 2 F ⌉, where ⌈ · ⌉ is the ceiling operator. Since the entire duration

f data acquisition may be significantly prolonged due to the extended

attern sequence (especially when F is large), this approach proves to be

nefficient in time-critical measurement situations [108,109] . Further-

ore, pattern edges blur caused by lens defocusing is also an additional

rror source [161–163,233] . It is common to see pixels incorrectly un-

rapped at the partial boundary between different Gray coded image

reas. Therefore, improving the coding efficiency by introducing color-

ultiplexing or additional gray-scale to the Gray code (instead of us-

ng black/white pattern) [164,234] and eliminating/compensating the

dge error by monotonicity detection [161] , medium filter [163] , or

rojecting an additional complementary code pattern [162] are still hot

esearch topics in this area. 



C. Zuo et al. Optics and Lasers in Engineering 109 (2018) 23–59 

Fig. 24. Example of 3+3 step phase shifting algorithm and TPU. (a) Three-step phase shifting high-frequency patterns; (b) Three-step phase shifting unit-frequency 

patterns; (c) high-frequency wrapped phase map 𝜙h retrieved by phase shifting algorithm; (d) unit-frequency wrapped phase map 𝜙l retrieved by phase shifting 

algorithm; (e) 𝜙l is scaled and served as a reference to unwrap 𝜙h . 

Fig. 25. Three-step phase shifting plus Gray code phase unwrapping. (a) Three-step phase shifting patterns; (b) 4 Gray code patterns; (c) correspondence between 

the Gray code sequence and the 16 sections of the wrapped phase map 𝜙h ( x, y ). 
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Fig. 25 shows an example of three-step phase shifting plus Gray code

hase unwrapping for 16-period fringe patterns. By using the 4 Gray

ode patterns in a sequence, the wrapped phase space can be partitioned

nto 16 sections with each section having a unique Gray code sequence

see Fig. 25 (c)]. 

.3. Phase shifting plus phase coding method 

To address the disadvantages of Gray code method, such as low

oding efficiency and high sensitivity to surface reflectivity, Wang and

hang [165] proposed a phase coding method for absolute phase re-

rieval by embedding the N-bit (2 N level) codewords into the phase

omponent of 3-step phase shifting patterns. Besides the conventional

hree-step phase shifting fringe patterns ( 𝐼 
𝑝 

0 , 𝐼 
𝑝 

1 , and 𝐼 
𝑝 

2 ), the additional

hree phase coding patterns in the projector space can be represented as

see 26 ): 

 

𝑝 

3 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos [ 𝜙𝑠 ( 𝑥 𝑝 )] (96)

 

𝑝 

4 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos [ 𝜙𝑠 ( 𝑥 𝑝 ) − 2 𝜋∕3] (97)

 

𝑝 

5 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos [ 𝜙𝑠 ( 𝑥 𝑝 ) − 4 𝜋∕3] (98)

here 𝜙s ( x 
p ) is a stair phase function representing the fringe period 

𝑠 ( 𝑥 𝑝 ) = − 𝜋 + [ 𝑥 𝑝 ∕ 𝑃 ] × 2 𝜋
𝐹 

(99)

ere 𝑘 ( 𝑥 𝑝 ) = [ 𝑥 𝑝 ∕ 𝑃 ] is the truncated integer representing fringe order

or each pixel; P the fringe pitch, or the number of pixels per period;
44 
nd F the total number of fringe periods. By using standard 3-step phase

hifting algorithms, the stair phase can be decoded from the correspond-

ng captured intensity patterns, which can be used to determine the

ringe order for each camera pixel. The high-frequency phase can then

e unwrapped by adding corresponding integer multiples of 2 𝜋 based

n Eq. (94) . Since generally the phase coding approach can be represent

ore than 8 (2 3 ) unique codewords for phase unwrapping [235,236] ,

t can reduce the pattern count compared with the Gray code approach.

esides, this technique is more robust to surface reflectivity variations

ecause it uses the phase instead of the intensity to determine code-

ords. But compared with the 3+3 phase shifting algorithm discussed

n Section 5.1 , the advantage of the phase coding approach is not obvi-

us. Similar to the Gray code approach, the designed codewords, though

mbedded in phase, still contain abrupt edges and discontinuities, there-

ore the defocus-induced unwrapping error at the boundary between

djacent codewords still remains. This further requires elaborate post-

rocessing algorithms such as the median filter to compensate the asso-

iated spike artifacts [166,167] . 

.4. Dual-frequency pattern scheme 

In 3+3 phase shifting and phase shifting plus phase coding methods,

e need 2 separate groups of phase shifting patterns with at least 6

mages. To reduce the number of patterns and minimize the effect of

ensor noise, Liu et al. [106] proposed a dual-frequency pattern scheme

y superimposing two groups of phase shifting patterns with different

requencies. The dual-frequency patterns in the projector space can be
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Fig. 26. Three-step phase shifting plus phase coding method. (a) three-step phase shifting patterns; (b) three phase coding patterns; (c) wrapped phase map retrieved 

by phase shifting algorithm 𝜙h ( x, y ); (d) decoded phase stair function by phase shifting algorithm 𝜙s ( x, y ); (e) correspondence between the stair function 𝜙s ( x, y ) 

and the 16 sections of the wrapped phase map 𝜙h ( x, y ). 

Fig. 27. Example of dual-frequency pattern scheme ( 𝑁 = 5 , 𝑓 𝑝 
ℎ 
= 16 , 𝑓 𝑝 

𝑙 
= 1 , 𝑎 𝑝 = 0 . 5 , 𝑏 𝑝 

ℎ 
= 0 . 4 , and 𝑏 

𝑝 

𝑙 
= 0 . 1 ). (a–e) Five dual-frequency phase shifting patterns and 

their corresponding cross sections; (f) retrieved high-frequency wrapped phase map 𝜙h ( x, y ); (g) retrieved low-frequency phase map 𝜙l ( x, y ); (h) the relation between 

the high-frequency wrapped phase 𝜙h ( x, y ) and the scaled low-frequency phase 16 𝜙l ( x, y ). 
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epresented as: 

 

𝑝 
𝑛 
( 𝑥 𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 

𝑝 

ℎ 
cos (2 𝜋𝑓 𝑝 

ℎ 
𝑥 𝑝 − 2 𝜋𝑛 ∕ 𝑁) + 𝑏 

𝑝 

𝑙 
cos (2 𝜋𝑓 𝑝 

𝑙 
𝑥 𝑝 − 4 𝜋𝑛 ∕ 𝑁) 

(100) 

here the fringe patterns contain two different sinusoidal components

ith different amplitudes ( 𝑏 
𝑝 

ℎ 
and 𝑏 

𝑝 

𝑙 
), frequencies (high frequency 𝑓 

𝑝 

ℎ 

nd unit frequency 𝑓 
𝑝 

𝑙 
= 1 ), and phase shifts (2 𝜋n / N and 4 𝜋n / N ). The

igh-frequency component generates wrapped phase, which is more

esilient to sensor noise, while the unit-frequency component enables

hase unwrapping. In order to cover the entire dynamic range of the

rojector [0,1], we should choose 𝑎 𝑝 = 0 . 5 , and 𝑏 
𝑝 

ℎ 
+ 𝑏 

𝑝 

𝑙 
= 0 . 5 . Fig. 27 il-

ustrates the pattern set along with their intensity profiles for 𝑁 = 5 ,
 

𝑝 

ℎ 
= 16 , 𝑓 𝑝 

𝑙 
= 1 , 𝑎 𝑝 = 0 . 5 , 𝑏 𝑝 

ℎ 
= 0 . 4 , and 𝑏 

𝑝 

𝑙 
= 0 . 1 . The corresponding in-

ensities of the captured images are 

 𝑛 = 𝐴 + 𝐵 ℎ cos ( 𝜙ℎ − 2 𝜋𝑛 ∕ 𝑁) + 𝐵 𝑙 cos ( 𝜙𝑙 − 4 𝜋𝑛 ∕ 𝑁) (101)

here the intensity modulation of two different sinusoidial components

re B h and B l , respectively. Since there are 5 unknowns in Eq. (101) , the

inimum number of fringe patterns is 5 ( N ≥ 5), instead of 6 [105] . The

olutions to the unknown parameters in Eq. (101) are given by 

 = 

1 
𝑁 

𝑁−1 ∑
𝑛 =0 

𝐼 𝑛 (102)
45 
 ℎ = 

2 
𝑁 

√ [∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) sin (2 𝜋𝑛 ∕ 𝑁) 
]2 

+ 

[∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) cos (2 𝜋𝑛 ∕ 𝑁) 
]2 

(103) 

 𝑙 = 

2 
𝑁 

√ [∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) sin (4 𝜋𝑛 ∕ 𝑁) 
]2 

+ 

[∑𝑁−1 
𝑛 =0 

𝐼 𝑛 ( 𝑥, 𝑦 ) cos (4 𝜋𝑛 ∕ 𝑁) 
]2 

(104) 

ℎ = tan −1 
∑𝑁−1 
𝑛 =0 𝐼 𝑛 sin (2 𝜋𝑛 ∕ 𝑁) ∑𝑁−1 
𝑛 =0 𝐼 𝑛 cos (2 𝜋𝑛 ∕ 𝑁) 

(105) 

𝑙 = tan −1 
∑𝑁−1 
𝑛 =0 𝐼 𝑛 sin (4 𝜋𝑛 ∕ 𝑁) ∑𝑁−1 
𝑛 =0 𝐼 𝑛 cos (4 𝜋𝑛 ∕ 𝑁) 

(106) 

ased on above formulas, we can recover two phase maps ( 𝜙h and 𝜙l ),

anging from − 𝜋 to 𝜋 with a minimum of 5 fringe patterns. The wrap-

ree unit-frequency phase 𝜙l is then used as a reference to unwrap 𝜙h 

ccording to two-frequency hierarchical TPU approach [ Eq. (95) ], as

llustrated in Fig. 27 (h). Besides, the large phase shifting steps ( N ≥ 5)
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Fig. 28. Example of bi-frequency phase shifting algorithm ( 𝑓 
𝑝 

ℎ 
= 16 , 𝑓 𝑝 

𝑙 
= 1 ). (a–e) Three high-frequency phase shifting patterns; (b) two fringe images with 𝜋/2 

phase-shift, the additional flat pattern is obtained by averaging the three high-frequency phase shifting patterns shown in (a); (c) retrieved high-frequency phase map 

𝜙h ( x, y ); (d) retrieved low-frequency phase map 𝜙l ( x, y ); (h) the relation between the high-frequency wrapped phase 𝜙h ( x, y ) and the scaled low-frequency phase 

16 𝜙l ( x, y ). 
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llow to further reduce the measurement error compared to 3-step PSP

lgorithm. However, the fringe amplitude should be properly allocated

o the two phase components ( 𝑏 
𝑝 

ℎ 
and 𝑏 

𝑝 

𝑙 
) in order to makes a good trade-

ff between the measurement accuracy and the phase unwrapping reli-

bility. 

.5. Bi-frequency (3+2) phase shifting algorithm 

The bi-frequency phase shifting method proposed by Zuo et al.

111] also employs 5 fringe patterns to realize both high-frequency

hase retrieval and TPU. It can be viewed as a special combination

f three-step PSP and modified 2+1 PSP, in which the flat image is

btained by averaging the three-step phase-shifted images without ac-

ual projection. Fig. 28 (a) and (b) illustrate the pattern set for 𝑓 
𝑝 

ℎ 
= 16 ,

 

𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 . The first three intensity images captured are the same

s those in conventional three-step PSP: 

 0 = 𝐴 + 𝐵 ℎ cos ( 𝜙ℎ ) (107)

 1 = 𝐴 + 𝐵 ℎ cos ( 𝜙ℎ − 2 𝜋∕3) (108)

 2 = 𝐴 + 𝐵 ℎ cos ( 𝜙ℎ − 4 𝜋∕3) (109)

ith the high-frequency phase distribution and the average intensity

ecovered by 

ℎ = tan −1 
√
3 ( 𝐼 1 − 𝐼 2 ) 

2 𝐼 0 − 𝐼 1 − 𝐼 2 
(110)

 = 

𝐼 0 + 𝐼 1 + 𝐼 2 
3 

(111)

n order to obtain an additional phase map with unit frequency, another

wo fringe images with 𝜋/2 phase-shift are used: 

 3 = 𝐴 + 𝐵 𝑙 cos ( 𝜙𝑙 ) (112)

 4 = 𝐴 + 𝐵 𝑙 sin ( 𝜙𝑙 ) (113)

ince the average intensity A is already calculated from Eq. (111) , there

s no need to project the flat image any more. By applying the modified

+1 phase shifting algorithm (discussed in details in Section 3.4 ), the

hase for the unit-frequency fringes can be recovered: 

𝑙 = tan −1 
𝐼 4 − 𝐴 

𝐼 3 − 𝐴 

(114)
46 
o with only 5 fringe patterns, two wrapped phases ( 𝜙h and 𝜙l ) can

e recovered and 𝜙h can be unwrapped with respect to 𝜙l according

o two-frequency TPU approaches, such as hierarchical TPU [ Eq. (95) ]

237] ( Fig. 28 ) and -(number theoretical TPU [111] . The associated

ringe modulation for 𝜙h and 𝜙l can also be calculated by formulas sim-

lar to Eqs. (16) and (49) . Since in bi-frequency phase shifting method,

he high-frequency phase used for depth calculation is encoded by three

ndividual phase-shifted fringes with full dynamic range, it is less af-

ected by object motion compared with dual-frequency scheme. Re-

ently, the bi-frequency phase shifting algorithm has been extended to

he phase coding method by replacing the low-frequency phase 𝜙l with

 stair phase function 𝜙s [167] . By this means, the total number of pat-

erns required in phase shifting plus phase coding method can also be

educed from 6 to 5. 

.6. 2+2 phase shifting algorithm 

The 2+2 phase shifting method proposed by Zuo et al. [109] uses

nly two 𝜋-shifted fringe images and two linearly increasing/decreasing

lope intensities to reconstruct both a high-frequency wrapped phase

ap as well as a base phase map without any wraps. The intensities of

he designed fringe images in the camera space are: 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 

ℎ 
𝑥 𝑝 ) (115)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 sin (2 𝜋𝑓 𝑝 

ℎ 
𝑥 𝑝 ) (116)

 

𝑝 

2 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 (2 𝑥 𝑝 ∕ 𝑋 − 1) (117)

 

𝑝 

3 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 − 𝑏 𝑝 (2 𝑥 𝑝 ∕ 𝑋 − 1) (118)

here X is the total number of pixels along each row of the projected

atterns. Fig. 29 (a) and (b) illustrate the pattern set for 𝑓 
𝑝 

ℎ 
= 16 , 𝑎 𝑝 = 0 . 5 ,

 

𝑝 = 0 . 5 . The corresponding captured patterns are 

 0 = 𝐴 + 𝐵 cos ( 𝜙ℎ ) (119)

 1 = 𝐴 + 𝐵 sin ( 𝜙ℎ ) (120)

 = 𝐴 + 𝐵𝜙 (121)
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Fig. 29. Example of 2+2 phase shifting algorithm ( 𝑓 
𝑝 

ℎ 
= 16 , 𝑓 𝑝 

𝑙 
= 1 ). (a) Two high-frequency patterns with 𝜋/2 phase-shift; (b) two linearly increasing/decreasing 

slope images, an additional flat pattern shown in (a) can be obtained by averaging the two slope patterns; (c) retrieved high-frequency phase map 𝜙h ( x, y ); (d) 

retrieved base phase map 𝜙l ( x, y ); (e) the relation between the high-frequency wrapped phase 𝜙h ( x, y ) and the scaled base phase 16 𝜋𝜙b ( x, y ). 
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 3 = 𝐴 − 𝐵𝜙𝑏 (122)

here 𝜙b is the so-called base phase with values ranging from [ − 1, 1),

h is the high-frequency phase to be unwrapped. The average of I 2 and

 3 is just a flat image, which can be combined with I 0 and I 1 to consti-

ute a 2 + 1 phase shifting pattern set, as demonstrated in Fig. 29 . The

igh-frequency phase, average intensity, and intensity modulation can

e solved by: 

ℎ = tan −1 
2 𝐼 1 − 𝐼 2 − 𝐼 3 
2 𝐼 0 − 𝐼 2 − 𝐼 3 

(123) 

 = 

𝐼 2 + 𝐼 3 
2 

(124)

 = 

√
(2 𝐼 1 − 𝐼 2 − 𝐼 3 ) 2 + (2 𝐼 0 − 𝐼 2 − 𝐼 3 ) 2 

2 
(125)

he base phase can then be obtained by taking the normalized difference

etween I 2 and I 3 

𝑏 = 

𝐼 2 − 𝐼 3 
2 𝐵 

(126) 

fter obtaining two phases 𝜙b , and 𝜙h from these four captured images,

b should be scaled to the same dynamic range of [ − 𝜋, 𝜋) ( 𝜙𝑙 = 𝜋𝜙𝑏 )

nd used as a reference to unwrap the high-frequency phase 𝜙h based

n two-frequency hierarchical TPU [ Eq. (95) ]. Similar to the 2+1 phase

hifting algorithm, the high-frequency phase information in 2+2 PSP

pproach is encoded within only two fringe images, so it is less sen-

itive to motion-induced measurement error than other phase shifting

lgorithms, e.g. three-/four-step PSP. Besides, the base phase utilizes

ull dynamic range of two individual slope patterns, which provides im-

roved unwrapping robustness compared to other 4-pattern schemes, as

ill be introduced below. The premise of the 2+2 PSP is that the two

hases ( 𝜙′ and 𝜙b ) share the same intensity modulation B , so that we can

urther save one pattern compared with dual-frequency or bi-frequency

hase shifting approach. This is only a reasonable assumption when the

ringe frequency is not too high. When very high-frequency ( > 20 pe-

iod) fringe patterns are used, the lens defocusing will attenuate the

ringe contrast while the modulation of the slope signal will be less af-

ected due to its very low frequency. Under this condition, the discrep-

ncy in intensity modulation will make the phase wrapping process less

nstable. 
47 
.7. Coded phase shifting algorithm 

The coded phase shifting (CPS) algorithm developed by Wissmann

t al. [108] extends the conventional four-step PSP algorithm with em-

edded period information suited to assist the phase unwrapping pro-

ess. The embedded period information does not change the phase ob-

ained by the conventional four-step phase shifting algorithm but can

e used to solve the phase ambiguity problem in the presence of discon-

inuous or isolated surfaces without extending the length of the pattern

equence. Based on this idea, the intensities of the designed fringe im-

ges in the projector space are: 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) + 𝑀𝑝 
𝑝 

0 ( 𝑥 
𝑝 )] (127)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 𝜋∕2) + 𝑀𝑝 
𝑝 

1 ( 𝑥 
𝑝 )] (128)

 

𝑝 

2 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 𝜋) + 𝑀𝑝 
𝑝 

2 ( 𝑥 
𝑝 )] (129)

 

𝑝 

3 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 3 𝜋∕2) + 𝑀𝑝 
𝑝 

3 ( 𝑥 
𝑝 )] (130)

here 𝑝 
𝑝 
𝑛 ( 𝑥 𝑝 ) ( 𝑛 = 0 , 1 , 2 , 3) represents the period information that is em-

edded to the original sinusoidal waves, and the factor M determines

he strength of the amplitude modulation of the embedded signal, e.g.

 = 0 . 2 resulting in 20% of the amplitude reserved for encoding the pe-

iod information yet the remaining fringe amplitude is reduced to 80%

o accommodate the phase. Due to the embedded signals, the projected

atterns are no longer sinusoidal. The corresponding captured images

re 

 0 = 𝐴 + 𝐵 ℎ cos ( 𝜙) + 𝐵 𝑝 𝑝 0 (131)

 1 = 𝐴 + 𝐵 ℎ cos ( 𝜙 − 𝜋∕2) + 𝐵 𝑝 𝑝 1 (132)

 2 = 𝐴 + 𝐵 ℎ cos ( 𝜙 − 𝜋) + 𝐵 𝑝 𝑝 2 (133)

 3 = 𝐴 + 𝐵 ℎ cos ( 𝜙 − 3 𝜋∕2) + 𝐵 𝑝 𝑝 3 (134)

here B h and B p are the intensity modulation functions of the high-

requency sinusoidal waves and the embedded signals, respectively. Ac-

ording to Eq. (5) , the intensity modulation is directly proportional to

he surface reflectivity 𝛼( x, y ) and the amplitude of the original signal,
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Fig. 30. Example of coded phase shifting patterns ( 𝑓 
𝑝 

ℎ 
= 16 , 𝑎 𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 , 𝑀 = 0 . 2 ). (a–d) four-step coded phase shifting patterns and the corresponding intensity 

cross sections; (e) wrapped phase map 𝜙h ( x, y ) retrieved by phase shifting algorithm; (f) decoded binary De Bruijn sequence p ( x, y ) (3 symbols per phase period, 

unique window length 7 symbols), (g) the relation between the wrapped phase 𝜙h ( x, y ) and the decoded De Bruijn sequence p ( x, y ). 
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o we have 𝐵 𝑝 ≈
𝑀 

1− 𝑀 

𝐵 ℎ (neglecting the defocus-dependent modulation

iscrepancy). To guarantee that the phase retrieved by conventional

our-step phase shifting algorithm [ Eq. (21) ] 

ℎ = tan −1 
𝐼 1 − 𝐼 3 
𝐼 0 − 𝐼 2 

(135)

s unaffected by the embedded signals, the coding functions should sat-

sfy: 

 

𝑝 

0 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

2 ( 𝑥 
𝑝 ) (136)

 

𝑝 

1 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

3 ( 𝑥 
𝑝 ) (137)

o that the coded information can be cancelled out in both the numera-

or and the denominator of Eq. (135) . It has also been found that if the

ign of the period information is alternated over the pattern sequence ac-

ording to 𝑝 𝑝 ( 𝑥 𝑝 ) ≡ 𝑝 
𝑝 

0 ( 𝑥 
𝑝 ) = − 𝑝 

𝑝 

1 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

2 ( 𝑥 
𝑝 ) = − 𝑝 

𝑝 

3 ( 𝑥 
𝑝 ) , the average in-

ensity and intensity modulation can be also calculated by the original

quations [ Eqs. (22) and (23) ] without any modification 

 = 

𝐼 0 + 𝐼 1 + 𝐼 2 + 𝐼 3 
4 

(138)

 = 

1 
2 

√ 

( 𝐼 1 − 𝐼 3 ) 2 + ( 𝐼 0 − 𝐼 2 ) 2 (139)

ith all these parameters at hand, the embedded signal can be demod-

lated as: 

 = 

( 𝐼 0 + 𝐼 2 ) − ( 𝐼 1 + 𝐼 3 ) 
4 𝐵 𝑝 

(140)

hen embedded signal is used to provide additional information about

he fringe period and assist the phase unwrapping process. In CPS al-

orithm, Wissmann et al. [108] suggested to use a 1-dimensional (1D)

inary De Bruijn sequence as the period signal. The designed coding

unction and the final waveforms of the 4 CPS patterns are illustrated

n Fig. 30 (a)–(d) ( 𝑓 
𝑝 

ℎ 
= 16 , 𝑎 𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 , 𝑀 = 0 . 2 ). In this example,

e use 3 symbols per phase period, and the unique window length is

 symbols (each consecutive 7-symbol subsequence appear only once

n the entire De Bruijn sequence) [ Fig. 30 (f)]. The fringe period is de-

ermined by correlating the wrapped phase map with the unambigu-

us codewords/symbol index reconstructed by using standard decoding

recedence of De Bruijn sequences [ Fig. 30 (g)]. 

Since the CPS pattern contains many abrupt edges and discontinu-

ties, it can be expected that the CPS method is strongly sensitive to
48 
he defocus blur. Furthermore, since the codewords are determined by

he neighborhood relation between adjacent sequence symbols, the de-

oding algorithm tends to be unstable around discontinuous and small

solated regions. Besides, the symbol extraction and tracing algorithm is

elatively complicated and time-consuming, especially compared with

onventional TPU approaches. It is also interesting to note that in the

riginal demodulation equation proposed by Wissmann et al. ( Eq. (6)

n [108] ), the intensity difference is normalized with respect to the av-

rage intensity A instead of the intensity modulation of the embedded

ignal B p , so it does not account for the surface reflectivity correctly. 

.8. Period-coded phase shifting algorithm 

The period-coded phase shifting (PCPS) algorithm developed by

ang et al. [107] shares the similar idea with the CPS algorithm and

olves the unambiguous phase retrieval problem by embedding addi-

ional period signals into standard 4-step phase shifting patterns. How-

ver, instead of reducing the amplitude of the original sinusoidal waves,

he embedded signals are wisely designed to be fitted in the “free space ”

f the conventional 4-step phase shifted waveforms. This allows to em-

ed additional period signals without affecting the amplitude of the orig-

nal sinusoidal component. The intensities of the PCPS fringe images in

he projector space are: 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) + 𝑝 
𝑝 

0 ( 𝑥 
𝑝 ) (141)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 𝜋∕2) + 𝑝 
𝑝 

1 ( 𝑥 
𝑝 ) (142)

 

𝑝 

2 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 𝜋) + 𝑝 
𝑝 

2 ( 𝑥 
𝑝 ) (143)

 

𝑝 

3 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 3 𝜋∕2) + 𝑝 
𝑝 

3 ( 𝑥 
𝑝 ) (144)

here 𝑝 
𝑝 
𝑛 ( 𝑥 𝑝 ) ( 𝑛 = 0 , 1 , 2 , 3) represents the coding functions added to the

riginal sinusoidal waves. Compared with Eqs. (127) –(130) , there is no

actor M in the designed fringe image. Similarly, to guarantee that the

hase retrieved by conventional 4-step PSP algorithm [ Eq. (21) ] is un-

ffected by the embedded signals, 𝑝 
𝑝 
𝑛 ( 𝑥 𝑝 ) should satisfy: 

 

𝑝 

0 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

2 ( 𝑥 
𝑝 ) (145)

 

𝑝 

1 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

3 ( 𝑥 
𝑝 ) (146)
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Fig. 31. (a) The ‘free’ dynamic range of 4-step phase shifted waveforms when 𝑓 
𝑝 

ℎ 
= 16 . The period signal is designed within the range of [ − 0.25, 0.25]. (b) The 

designed coding signals for 𝑓 
𝑝 

ℎ 
= 16 , where 𝑝 0 = 𝑝 2 , and 𝑝 1 = 𝑝 3 . 

Fig. 32. Example of PCPS patterns. (a–d) four-step PCPS patterns and the corresponding intensity cross sections; (e) wrapped phase map 𝜙h ( x, y ) retrieved by phase 

shifting algorithm; (f) decoded period signal p ( x, y ); (g) the relation between the wrapped phase 𝜙h ( x, y ) and the decoded period signal p ( x, y ). 
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fter fringe projection and acquisition, the embedded period signal p ( x )

s also demodulated from the normalized intensity difference given by

 = 

( 𝐼 0 + 𝐼 2 ) − ( 𝐼 1 + 𝐼 3 ) 
2 𝐵∕ 𝑏 𝑝 

(147)

 = 

1 
2 

√ 

( 𝐼 1 − 𝐼 3 ) 2 + ( 𝐼 0 − 𝐼 2 ) 2 (148)

o simplify the decoding procedure and make full use of the remaining

ree dynamic range of the 4-step phase shifted waveforms, the coded

eriod function is designed as a slope signal that has unique values

long the x p axis with a dynamic range of [ − 0.25, 0.25] [107] . This

eans the difference between 𝑝 
𝑝 

0 ( 𝑥 
𝑝 ) and 𝑝 

𝑝 

1 ( 𝑥 
𝑝 ) should be a linear slope

ignal, as shown in Fig. 31 (a). Furthermore, the amplitude of the in-

ensity waveform and the pattern entropy are also maximized in or-

er to increase the SNR of the phase measurement [107] . The designed

oded signals 𝑝 
𝑝 

0 ( 𝑥 
𝑝 ) (for 𝐼 

𝑝 

0 and 𝐼 
𝑝 

2 ) and 𝑝 
𝑝 

1 ( 𝑥 
𝑝 ) (for 𝐼 

𝑝 

1 and 𝐼 
𝑝 

3 ) are il-

ustrated in Fig. 31 (b). Note that since the alternating sign condition

 𝑝 𝑝 ( 𝑥 𝑝 ) ≡ 𝑝 
𝑝 

0 ( 𝑥 
𝑝 ) = − 𝑝 

𝑝 

1 ( 𝑥 
𝑝 ) = 𝑝 

𝑝 

2 ( 𝑥 
𝑝 ) = − 𝑝 

𝑝 

3 ( 𝑥 
𝑝 ) ) is no longer satisfied, the

verage intensity A of the fringe image cannot be retrieved. 

Fig. 32 (a)–(d) show the resultant 16-period PCPS patterns and their

orresponding cross sections. After phase retrieval based on standard 4-

tep PSP [ Eq. (21) ] and embedded signal demodulation [ Eq. (147) ], the

eriod signal p (slope function) obtained should also be scaled to [ − 𝜋,

) ( 𝜙𝑙 = 4 𝜋𝑝 ) before being used to unwrap the high-frequency phase 𝜙h 

ased on two-frequency (hierarchical) TPU approach [ Fig. 32 (g)]. The
49 
dvantage of the PCPS approach lies in the fact that it effectively ad-

resses the phase ambiguity problem without compromising the phase

easurement accuracy of the conventional 4-step PSP. Besides, the

ixel-wise decoding procedure is significantly simplified compared with

he De Bruijn sequence used in CPS. However, the PCPS patterns also

ecome no longer smooth due to the added coding signals, making it

ensitive to lens defocusing. Besides, to ensure robust TPU, the number

f sinusoidal periods is often restricted to a very small range ( < 10) due

o the limited dynamic range of the (noisy) periodic signal, which limits

he measurement accuracy. To unwrap a high-frequency phase with a

arger number of periods (e.g. 16 as in [107] ), additional spatial domain

ost-processing algorithms need to be used to further compensate phase

nwrapping errors. It should be also noted that instead of embedding

dditional period signal into the fringe background as in CPS and PCPS,

he amplitude of the fringe pattern ( b p ) can also be a spatially variant

unction to encode additional codewords for identifying the fringe order

ithout affecting the wrapped phase, as recently demonstrated by Liu

nd Kofman [116] . 

.9. Speckle-embedded phase shifting algorithm 

Besides standard 4-step phase shifting, 3-step phase shifting patterns

an also be served as the basis for embedding additional period signal

n order to further reduce the number of required images. Since the av-

rage intensity will be canceled during the phase calculation, the direct

urrent (DC) offset of fringe need not be a constant, which provides cer-

ain flexibility for signal coding in order to solve the phase ambiguity
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Fig. 33. Example of speckle-embedded phase shifting patterns ( 𝑓 
𝑝 

ℎ 
= 16 , 𝑎 𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 , 𝑀 = 0 . 4 ). (a–c) three-step speckle-embedded phase shifting patterns; (d) 

dynamic range for fringe and speckle ( 𝑀 = 0 . 4 ); (e) wrapped phase map 𝜙h ( x, y ) retrieved by 3-step phase shifting algorithm; (f) decoded speckle image by averaging 

the three fringe images; (g) free space for speckle signal in conventional 3-step phase shifted waveforms. 
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roblem. Based on this idea, Zhang et al. [110,113] proposed to embed a

xed pseudorandom speckle signal p p ( x p ) into the original 3-step phase

hifting sinusoidal waves. The 3 speckle-embedded fringe patterns are

escribed as 

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 ) + 𝑀𝑝 𝑝 ( 𝑥 𝑝 )] (149)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 2 𝜋∕3) + 𝑀𝑝 𝑝 ( 𝑥 𝑝 )] (150)

 

𝑝 

2 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 0 𝑥 

𝑝 − 4 𝜋∕3) + 𝑀𝑝 𝑝 ( 𝑥 𝑝 )] (151)

here the factor M controls the relative strength of the amplitude modu-

ation of the sinusoidal waves and embedded speckle signal. Fig. 33 (a)–

c) shows the 3 speckle-embedded phase shifting patterns ( 𝑓 
𝑝 

ℎ 
= 16 ,

 

𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 , 𝑀 = 0 . 4 ). In this example, the original binary speckle

ignal p p ( x p ) has the values of -1 (background) and 1 (speckle), and 40%

f the pattern dynamic range is reserved for encoding this speckle signal

 Fig. 33 (d)]. 

Since the speckle signal is fixed in the three images, it can be effec-

ively cancelled during the phase calculation by using standard 3-step

SP algorithm [ Fig. 33 (e)]: 

= tan −1 
√
3 ( 𝐼 1 − 𝐼 2 ) 

2 𝐼 0 − 𝐼 1 − 𝐼 2 
(152)

hile in the average intensity, the sinusoidal fringes are cancelled, leav-

ng only background and the embedding speckle signal [ Fig. 33 (f)] 

 = 

𝐼 0 + 𝐼 1 + 𝐼 2 
3 

(153)

he phase unwrapping process follows the idea of patch based im-

ge matching used in the Kinect. The pseudorandom distribution of

he speckle pattern guarantees uniqueness and high distinguishabil-

ty within a local window, so the average intensity can be used for

orrelation-based image matching algorithm (with reference image

aken with a planar surface at a proper distance) to determine the fringe

rder of the high-frequency unwrapped phase. Since the fringe order

s an integer within [0,F-1], at most F possible candidates need to be

hecked for each wrapped phase. 

It should be also noted that similar to the previous PCPS method, if

he amplitude of the speckle signal can be spatial variant and even be

egative, it can be accommodated in the “free space ” of conventional

-step phase shifted waveforms without attenuating the dynamic range

f the primarily sinusoidal component [110] , as illustrated in Fig. 33 (g).

s can be seen, the margin of intensity dynamic range in three phase-

hifted fringes is fully exploited in this way. The upper margin is used to

mbed positive speckle (brighter dots) while the lower margin is used

o embed negative speckle (darker dots). 
50 
The speckle-embedded phase shifting algorithm uses the theoretical

inimum of three images for phase shifting and absolute phase recov-

ry, so it greatly facilitates the application of phase shifting in time-

ritical conditions. However, the accuracy of the phase unwrapping is

till limited by the spatial coding strategy and is strongly sensitive to

he intensity change of the speckle image caused by various degradation

uring image capture, e.g., deformation, resampling, attenuation, defo-

us, and surface reflectivity variations. So region-based processing (e.g.

hase map segmentation, spatial phase unwrapping, and voting strat-

gy) still needs to be used to produce a more reliable unwrapping result

110,113] , which significantly increases the complexity of the recon-

truction algorithm and may cause reliability issues in complex scenes.

o overcome these limitations, Tao et al. [115] proposed to embed a tri-

ngular wave into the DC offset of original 3-step phase shifting patterns

nder the guidance of the number theory to ensure the uniqueness of the

hase unwrapping problem. By combining the triangular wave informa-

ion and the geometry constraint, the ambiguities in the high-frequency

rapped phase can be effectively removed based on a much simpler,

ess computationally intensive decoding algorithm. 

.10. Speckle-embedded Fourier transform algorithm 

The idea of signal embedding is not just limited to conventional

hase shifting algorithm. As demonstrated by Feng et al. [114] , the flat

attern used in modified FTP (discussed in Section 3.8 ) can also be re-

laced by a speckle signal, which allows to solve the phase ambiguity

ithout projecting additional patterns. This method, so called speckle-

mbedded FTP, can thus effectively address the high-frequency phase

etrieval and the phase disambiguation problems with only two pro-

ected patterns. In the projector space, the two projected patterns are

 

𝑝 

0 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 [(1 − 𝑀) cos (2 𝜋𝑓 𝑝 

ℎ 
𝑥 𝑝 ) + 𝑀𝑝 𝑝 ( 𝑥 𝑝 , 𝑦 𝑝 )] (154)

 

𝑝 

1 ( 𝑥 
𝑝 , 𝑦 𝑝 ) = 𝑎 𝑝 + 𝑏 𝑝 𝑀𝑝 𝑝 ( 𝑥 𝑝 , 𝑦 𝑝 ) (155)

here p p ( x p , y p ) is the binary speckle signal with values of − 1 (back-

round) and 1 (speckle), the factor M controls the relative strength of

he amplitude modulation of the sinusoidal wave and embedded speckle

ignal. Fig. 34 (a)–(b) shows the two projected patterns with 𝑓 
𝑝 

ℎ 
= 16 ,

 

𝑝 = 0 . 5 , 𝑏 𝑝 = 0 . 5 , 𝑀 = 0 . 4 . As is shown, the first pattern is a speckle em-

edded fringe pattern while the other pattern is a just normal speckle

attern. The corresponding captured intensities in the camera space are

 0 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 ℎ 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] + 𝐵 𝑝 ( 𝑥, 𝑦 ) 𝑝 ( 𝑥, 𝑦 ) (156)

 1 ( 𝑥, 𝑦 ) = 𝐴 ( 𝑥, 𝑦 ) + 𝐵 𝑝 ( 𝑥, 𝑦 ) 𝑝 ( 𝑥, 𝑦 ) (157)
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Fig. 34. Example of speckle-embedded FTP patterns. (a) Speckle-embedded fringe; (b) speckle fringe; (c) DC-free fringe image after subtraction; (d) high-frequency 

wrapped phase map 𝜙h ( x, y ) retrieved by FTP algorithm, which can be unwrapped with the help of the speckle image I 1 using correlation-based image matching 

algorithm. 
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y the subtraction of these two images, a DC-free sinusoidal fringe can

e obtained with the background and the speckle signal effective can-

elled [ Fig. 34 (c)] 

 𝑑 ( 𝑥, 𝑦 ) = 𝐼 0 − 𝐼 1 = 𝐵( 𝑥, 𝑦 ) cos [2 𝜋𝑓 ℎ 𝑥 + 𝜙0 ( 𝑥, 𝑦 )] (158)

ote here I d is the same as the one in modified FTP [ Eq. (69) ], which fur-

her indicates that combining a spatially varying speckle signal within

oth the flat pattern and the sinusoidal pattern will not influence the

hase extraction. The high-frequency phase can be extracted from I d 
ased on Fourier transform technique [ Fig. 34 (d)], and the additional

peckle image I 0 can be used for correlation-based image matching al-

orithm to determine the fringe order of the high-frequency phase. The

peckle-embedded Fourier transform algorithm share the advantages of

oth modified FTP and speckle correlation-based phase unwrapping.

ince only two images are involved to recover an unambiguous depth

ap, it is highly suitable for dynamic measurement of moving objects.

esides, it is insensitive to the object motion as the phase information

s encoded within only single fringe image. However, the accuracy of

hase unwrapping is strongly dependent on the quality of the speckle

mage, which may be unstable when measuring complicated surfaces,

specially with large height and reflectivity variations or disturbed by

artial discrete shadowing. Besides, the basic algorithms involved for

hase retrieval and robust TPU, e.g. Fourier transform, speckle correla-

ion, candidate searching, and median filtering, demand expensive com-

utations, and thus have to be accelerated by graphics processing units

GPUs) to achieve better real-time performance [114] . 

. Selection of PSP algorithms 

In Sections 3 and 5 , we have reviewed many different phase shifting

lgorithms, which can be used to reduce different types of phase error

r realize TPU without projecting too many additional patterns. Because

ach algorithm has its own features and no single algorithm can meet all

equirements in practical applications, selection of the most appropriate

hase shifting algorithm for a specific phase shifting measurement sys-

em needs careful analysis and trade-off considerations. For the retrieval

f only the wrapped phase (without requiring TPU), one can select the

ost suitable algorithm from those we reviewed in Section 3 . And the
51 
mportant characteristics of these algorithms are summarized in Fig. 35 .

everal observations are addressed as follows: 

(a) Standard N-step PSP is the most widely used PSP algorithm due

o its balanced performance and flexibilities in choosing phase shifting

teps. It provides high measurement accuracy, good resistance to differ-

nt error sources, and relatively low computational complexity. Increas-

ng the phase shifting steps can obtain lower measurement uncertainty

nd better tolerance to intensity nonlinearity (saturation) error, but it

equires longer fringe pattern sequences (acquisition time). So for the

D shape measurement of static objects, using a large-step PSP algo-

ithm is a simple yet very effective choice for achieving high-accuracy

nd robust measurements. 

(b) Double three-step PSP is relatively insensitive to the intensity

onlinearity but requires three extra patterns to perform the additional

hree-step PSP, making it unsuitable for dynamic or real-time measure-

ent. Hariharan 5-step PSP is relatively insensitive to phase shifting

rror and motion-induced phase error when the surface is moving in

he z direction. However, it also require 5 fringe patterns (need two

ore patterns compared to 3-step PSP) and thus is still not ideal for the

easurement of dynamic surfaces. 

(c) By encoding the phase information only within two fringe images,

he modified 2+1 PSP is less sensitive to motion-induced measurement

rror compared to conventional 3-step PSP. This property makes it ap-

ropriate for measuring moving or deforming surfaces. However, the

esistance to noise and intensity nonlinearity induced phase error is also

ompromised compared to that of conventional 3-step PSP. 

(d) Trapezoidal PSP and triangular PSP use the intensity-ratio di-

ectly rather than the phase. They are highly computationally efficient

ince there is no need to calculate the arctangent function as in con-

entional PSP. But they become more sensitive to lens defocusing and

ntensity nonlinearity because their sharp-edged intensity profiles. The

riangular PSP uses only two patterns and thus is less sensitive to object

otion. However, it becomes sensitive to surface reflectivity variations

nd cannot measure highly textured surfaces. 

(e) 𝜋-shift FTP, modified FTP, and background-normalized FTP are

ctually FTP based approaches but with additional features of phase

hifting or background elimination. They require relatively complicated
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Fig. 35. Comparative assessment of 9 phase shifting algorithms reviewed in Section 3 . Green 
√

, blue - , and red × indicate good, fair, and bad performance with 

respect to different properties. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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requency-domain processing and provide phase measurements with rel-

tively low accuracy and spatial resolution. All these three algorithms

se only two fringe patterns and thus are suitable for dynamic 3D mea-

urement. Moreover, the modified FTP and background-normalized FTP

re almost immune to motion artifacts since only a single fringe im-

ge is used to encode the phase information. Due to the additional nor-

alization step, the background-normalized FTP can partially alleviate

he spectrum leakage problem caused by large surface reflectivity vari-

tions. 

For the measurement of complicated surfaces (e.g. spatially isolated

bjects or depth discontinuities), one should choose the phase shifting

lgorithms with the feature of absolute phase recovery or TPU, which

ave been reviewed in Section 5 . Some important characteristics of these

lgorithms are summarized in Fig. 36 . Several key observations can be

ade as follows: 

(a) The PSP plus TPU (3+3 PSP) method is a simple and reliable

pproach for absolute phase recovery. It provides high unwrapping re-

iability and is insensitive to lens defocusing. But it requires at least 6

atterns (two separate 3-step phase shifting patterns) for obtaining two

rapped phases with different frequencies, making it relatively sensitive

o object motion. 

(b) The PSP plus Gray code approach requires even more (typically

 6) projected patterns for absolute phase recovery, making it unsuit-

ble for high-speed or dynamic 3D shape measurement. It is also very

ensitive to the image blur induced by lens defocusing. By encoding

odewords into the phase component of the fringe, the PSP plus phase
52 
oding approach employs 6 patterns to represent more fringe orders

han the PSP plus Gray code approach, but it also suffers from the

efocus-induced unwrapping error at the boundary between adjacent

odewords. 

(c) The dual-frequency PSP and bi-frequency PSP methods both use

 patterns to recover two wrapped phases with different frequencies for

bsolute phase retrieval. In dual-frequency PSP, both low- and high-

requency patterns are superimposed and sharing the dynamic range of

 phase-shifted patterns, so it can theoretically obtain better measure-

ent accuracy (comparable to that of 5-step PSP). While in bi-frequency

SP method, the both low- and high-frequency phase information used

or phase unwrapping and depth calculation are encoded by individual

hase-shifted fringes (3 and 2) with full dynamic range, so it has better

eliability of phase unwrapping and is also less affected by the object

otion. 

(d) The 2+2 PSP, CPS, and PCPS are all 4-pattern based absolute

hase retrieval approaches. As an extension to the modified 2+1 phase

hifting algorithm, the 2+2 PSP method is less sensitive to the motion-

nduced measurement error since the high-frequency phase information

s encoded within only two fringe images. The decoding algorithm is

ixel-wise, computationally simple, and compatible to standard TPU

ethods. However, it is slightly sensitive to lens defocusing (due to

he discrepancy in intensity modulation for the base phase and high-

requency phase), and the measurement uncertainty is slightly compro-

ised compared to other 4-pattern approaches. The CPS and PCPS meth-

ds embed additional period signals into standard 4-step phase shifting
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Fig. 36. Comparative assessment of 10 phase shifting algorithms for absolute phase recovery reviewed in Section 5 . Green 
√

, blue - , and red × indicate good, fair, 

and bad performance with respect to different properties. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 

of this article). 
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atterns, so they can obtain better measurement accuracy (especially

or the PCPS, it can achieve the same phase measurement accuracy as

onventional 4-step PSP theoretically). Besides, since the modified in-

ensity profiles contain abrupt edges and discontinuities, the CPS and

CPS methods are also sensitive to defocus blur. In order to achieve ro-
53 
ust phase unwrapping, the decoding algorithms of CPS and PCPS are

lso more complicated and time-consuming due to the involvement of

patial domain processing (De Bruijn sequence demodulation and spa-

ial domain compensation). 
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F  
(e) The speckle-embedded PSP and speckle-embedded FTP methods

ddress the phase ambiguity problem by embedding a speckle signal

nto conventional 3-step PSP patterns and modified FTP patterns, respec-

ively. They require less pattern projections, and thus are highly suitable

or measuring dynamic scenes. Moreover, the speckle-embedded FTP

ethod requires only 2 patterns and only a single fringe image is used

o encode the phase infomation, which makes it rather insensitive to ob-

ect motion. However, the FTP-based algorithms can only provide phase

easurements with relatively low depth accuracy and spatial resolution.

esides, the speckle correlation and related decoding algorithms also re-

uire expensive computations, and thus the real-time implementation of

he speckle-embedded PSP and speckle-embedded FTP methods is still

uite challenging. 

. Further discussions 

It should be mentioned that improving the measurement accuracy,

attern efficiency, and robustness to different types of errors is the per-

anent objective for the future development of PSP algorithms. As we

iscussed in Section 4 , using more fringe patterns is the most direct

ay to get improved measurement accuracy and robustness, while re-

ucing the pattern count is the key factor to achieve high efficiency

easurement, which is particularly important for high-speed, real-time

D shape measurement applications. This section further discusses three

mportant issues regarding improving the measurement accuracy and

fficiency of PSP techniques: further reducing the number of patterns,

hase-depth sensitivity, and computational efficiency. 

.1. Further reducing the number of patterns 

As we reviewed in Section 5 , researchers are always in pursuit of

inimizing the number of patterns for efficient phase detection and un-

rapping. But by doing so, it is also quite challenging to increase the sen-

itivity of the measurement to noise and other distortions. To alleviate

his problem, an important common characteristic of these approaches

s that they introduce a low-frequency phase/ period signal/ speckle

attern into the projected pattern set such that phase demodulation in-

olves extracting two terms with one serving as the phase unwrapping

eference and the other high-frequency phase serving as a noise-resilient

erm for 3D reconstruction. For traditional two-frequency PSP, it in-

olves at least 6 patterns to retrieve two groups of phases. However,

ccording to the image formation model of FPP introduced in Section 2 ,

here is certain information redundancy in the average intensity and

he intensity modulation of the fringe images, which can be effectively

tilized to encode additional period information without affecting the

hase calculation, reducing the number of patterns to 5 [106,111] , 4

107–109,116] , 3 [113–115] , and even 2 based on FTP approach [114] .

urthermore, additional priori knowledge, e.g. the environment ambi-

nt light is changing slowly on the object’s surface, may be explored

o further reduce the number of patterns in PSP while maintaining the

obustness to the environment light and reflectivity of the scene. 

.1.1. Frequency multiplexing 

All PSP strategies reviewed in Section 3 and Section 5 are based

n spatial multiplexing or time multiplexing techniques with use of at

east two fringe patterns. However, it should also be noticed that fre-

uency multiplexing techniques have been proposed to effectively re-

uce the pattern count or even realize single-shot PSP or TPU [80,238–

40] . Guan et al. [238] proposed a frequency multiplexing PSP pattern

amed composite pattern, in which 4 unit-frequency phase shifting pat-

erns are spatially modulated by different carrier frequencies along the

rthogonal dimension and combined into a single pattern. The 4 indi-

idual patterns can then be demodulated by applying appropriate band-

ass filters in the frequency domain. Based on the similar idea, Yue et al.

240] proposed a single-shot 𝜋-shift FTP scheme by generating a com-

osite pattern with two 𝜋-shifted fringes. By combining two sinusoidal
54 
ringes with different two-component carrier frequencies into one pat-

ern, Takeda et al. [80] proposed a single-shot two-frequency FTP tech-

ique to realize both phase retrieval and number-theoretical TPU. Sim-

larly, Sansoni and Redaelli [239] presented a one-shot two-frequency

PU method by directly overlapping two sinusoidal gratings at different

requencies. Since the phase ambiguity problem can be addressed by in-

roducing two phase components, these two approaches are suitable for

easuring objects having discontinuities and spatially isolated surfaces

80,239] . Although these single-shot frequency multiplexing methods

an achieve a high-quality 3D reconstruction in theory or simulation. In

ractice, due to limited band width and gray-level quantization of both

he projector and the camera, they tend to produce measurement results

ith low spatial resolution and poor depth accuracy. 

.1.2. Geometric constraint 

Though not discussed in this review, geometry constraint based ap-

roaches are also very efficient to solve the phase ambiguity problem for

easuring complex surfaces without requiring additional projection pat-

erns [115,116,121,128,241–249] . Based on the projector-camera sys-

em geometry, several candidate points are selected based on the phase

alue along the epipolar line, and correspondence search is performed

ithin a small range for each point on the object surface. If the mea-

ured objects are known to be placed within certain depth measurement

olume, depth constraint can also be applied to rejecting some false

andidates falling out of the measurement range [128,242,243,245] .

ince the phase unwrapping procedure can be effectively bypassed, any

hase shifting algorithms reviewed in Section 3 can be combined with

eometry-constraint based approaches to realize absolute phase mea-

urement. Thus, it also allows us to develop several new measurement

chemes with 3 or even less than 3 patterns for the measurement of com-

licated surfaces. However, since the number of candidate correspond-

ng points would be very high if high-frequency patterns were used,

hese geometry-constraint based methods are normally designed with

 low fringe frequency in order to minimize the number of candidate

oints [115,116] . To realize high-precision measurement based on high-

requency patterns, more cameras can be involved to enforce a tighter

eometry constraint and guarantee the unique correspondence [249] .

esides, phase shifting algorithms for absolute phase recovery reviewed

n Section 5 can also be combined with geometry constraint based ap-

roaches to achieve higher measurement accuracy by using high-fringe-

ensity patterns [247,248] , or obtain better reliability of phase unwrap-

ing [115,116,167] . 

.2. Phase-depth sensitivity 

This review mainly focuses on improving the phase measurement ac-

uracy, efficiency, and robustness based on PSP techniques. However,

t should be mentioned that high-quality phase measurements do not

ecessarily produce accurate 3D reconstruction results. The calibration

ethod and the model used to convert an absolute phase map to a 3D

oint cloud are also critical for accurate 3D measurement. Numerous

ystem calibration techniques for FPP have been proposed, which gen-

rally involve both camera calibration and projector calibration [250–

60] . Camera calibration is a well-known and well-studied problem in

omputer vision. Considering the projector as an inverse camera, pro-

ector calibration is often performed based on the same optic model as

he camera with the help of a pre-calibrated camera. For a lens with

arge distortion (which may be a combination of magnification errors,

eld curvature, as well as geometric optical distortion), there is no way

o obtain accurate results without considering the distortion parameters

uring the calibration [253,257,260] . Precision of the target, quality of

he calibration setup, and calibration model including both selected in-

rinsic and extrinsic parameters all contribute to the calibration results.

Another important factor influencing the measurement accuracy of

PP is the phase-depth sensitivity, which characterizes how markedly
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he depth variations induce phase changes or fringe distortions. Obvi-

usly, a higher phase sensitivity is desirable because the phase error

eads to smaller errors in the final measurement results. The phase-depth

ensitivity is strongly dependent on the geometry of the measurement

ystem. Besides, as discussed in Section 4.1 , the fringe frequency is also

 critical factor for determining the phase-depth sensitivity and using

ringes with small pitches is helpful for improving the phase-depth sen-

itivity. But for a measurement system with fixed geometry and fringe

requency, the fringe orientation is the dominant factor affecting the

hase-depth sensitivity. Wang and Zhang [261] indicated that simply

rojecting horizontal or vertical fringe patterns is not the best choice for

btaining optimal phase-depth sensitivity in FPP. They also proposed a

ethod to determine the optimal fringe angle by projecting a set of hor-

zontal and vertical fringe patterns onto a step-height object. Zhou et al.

262] further analyzed the relation between fringe angle and the sensi-

ivity, and suggested an optimal direction of fringes perpendicular to the

rojector camera baseline of the measurement system. Recently, Zhang

t al. [263] gave a strict analysis about the dependence of the phase sen-

itivities on the fringe directions by use of the epipolar geometry. They

ound that the optimal fringes should be the circular fringes centered at

he epipole straight lines, and simply using conventional straight fringes

an only provide sub-optimal solutions. 

.3. Computational efficiency 

Besides reducing the pattern count, the efficient computation of

SP algorithms is also essential to achieve high-speed, real-time 3D

hape measurement. It can be found that most of the PSP algorithms

nvolve the arctangent function for the phase calculation, which is com-

utationally time-consuming and poses a major obstacle to real-time

mplementation [95,106,264] . Though using intensity-ratio-based ap-

roaches, such as trapezoidal PSP and triangular PSP, can effectively

ypass this problem, they are less tolerant to lens defocusing and inten-

ity nonlinearity than conventional PSP. To overcome this speed bottle-

eck, Zhang and Huang [95] proposed a fast three-step PSP algorithm,

hich replaces the calculation of the arctangent function with the in-

ensity ratio calculation. The phase error caused by this replacement

s further compensated for by use of a lookup table (LUT). Guo and

iu [264] presented a general method for approximating the arctan-

ent function with a piecewise-defined function, which significantly im-

roves the efficiencies for phase evaluations. Liu et al. [106] developed

 LUT-based implementation of PSP algorithms that account for every

ossible combination of captured pixel values over the pattern set while

toring double-precision results. For 8-bit cameras, the LUT-based pro-

essing is highly efficient and completely lossless. Another speed bottle-

eck for high-speed, real-time measurement lies in the 3D reconstruction

rocess, which involves computationally time-consuming matrix oper-

tions for converting phase to 3D coordinates. Zhang et al. [265] ac-

elerated the absolute 3D coordinates mapping with matrix operations

y means of GPU processing. The GPU can quickly compute each 3D

oordinate for each point in parallel, in lieu of sequentially as with the

PU [266] . By expanding the matrix operations including matrix in-

erse and matrix multiplication carefully, Liu et al. [106] also suggested

 LUT-based implementation of matrix computation for 3-D coordinates

econstruction. The LUT-based approach can speed up the computation

y nearly 10 times without resorting to special hardware such as GPU. 

. Conclusions 

In this article, we provide an exhaustive and comprehensive survey

f phase shifting techniques used for 3D measurement of object sur-

aces. The image formation model for FPP has been presented as a basis

or designing and understanding different PSP techniques. We have also

eviewed a large number of state-of-the-art phase shifting algorithms

or implementing 3D surface profilometry. These existing techniques

ave been classified into two groups by considering whether they are
55 
ble to recover the absolute phase instead of the wrapped phase. For

SP algorithms reviewed in Section 3 , only wrapped phase map con-

aining the modulo 2 𝜋 discontinuities can be recovered. However, for

SP algorithms with capability of absolute phase recovery reviewed in

ection 5 , they solve the phase ambiguity problem with the built-in TPU

lgorithm, and thus can be directly used to measure spatially isolated

bjects and complicated surfaces. It is important to note that this article,

y no means, covers all PSP algorithms that have been developed and

tilized, but it serves as a reference for readers to understand some of

he popular PSP algorithms and to learn about their typical properties. 

Several error sources of the phase measurement in a typical PSP sys-

em have been analyzed and reviewed, and the corresponding solutions

ave been discussed. This allows us to discuss the advantages and con-

traints of each phase shifting strategy from the points of view of mea-

urement accuracy, coding efficiency, and resistance to different types

f phase errors. This article also provides a useful guide for easily finding

he most suitable PSP algorithm for a given application. 
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