High-speed three-dimensional shape measurement based on cyclic complementary Gray-code light
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Abstract: The binary defocusing technique has been widely used in high-speed three-dimensional (3D) shape measurement because it breaks the bottlenecks in high-speed fringe projection and the projector’s nonlinear response. However, it is challenging for this method to realize a two- or multi-frequency phase-shifting algorithm because it is difficult to simultaneously generate high-quality sinusoidal fringe patterns with different periods under the same defocusing degree. To bypass this challenge, we proposed a high-speed 3D shape measurement technique for dynamic scenes based on cyclic complementary Gray-code (CCGC) patterns. In this proposed method, the projected phase-shifting sinusoidal fringes kept one same frequency, which is beneficial to ensure the optimum defocusing degree for binary dithering technique. The wrapped phase can be calculated by phase-shifting algorithm and unwrapped with the aid of complementary Gray-code (CGC) patterns in a simple and robust way. Then, the cyclic coding strategy further extends the unambiguous phase measurement range and improves the measurement accuracy compared with the traditional Gray-coding strategy under the condition of the same number of projected patterns. High-quality 3D results of three complex dynamic scenes—including a cooling fan and a standard ceramic ball with a free-falling table tennis, collapsing building blocks, and impact of the Newton’s cradle—were demonstrated at a frame rate of 357 fps. This verified the proposed method’s feasibility and validity.
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1. Introduction

With recent advancements on hardware equipment and computer science, three-dimensional (3D) shape information in every high-speed dynamic scene is desirable to be obtained to analyze the details of the shape changes. So high-speed and high-accuracy 3D shape measurement have been increasingly sought by scholars in fields such as biomedical engineering and machine vision [1–3] and also can be applied in those technology fields such as experimental mechanics and material mechanics where instantaneous dynamic scenes need to be analyzed [4–9].

Over past years, a number of fringe projection techniques have been developed by improving the structured light coding strategy [10–13] or modifying an existing digital projectors for high-speed application [14,15]. Square binary patterns can become pseudo sinusoidal patterns by properly defocusing the projector [16]. In addition, the DLP platform (e.g., DLP Discovery, DLP Light Commander and the DLP LightCrafter) can display the binary images at a much faster rate (e.g., kHz) but they can display 8-bit grayscale images at...
only a few hundred Hz [1]. On the other hand, off-the-shelf high-speed cameras have more than kHz frame rate with an enough image resolution. Therefore, high-speed 3D shape measurement with up kHz frame rate can be achieved if all the projected patterns are binary.

The well-established Fourier transform profilometry (FTP) [17–20] requires only one fringe pattern to reconstruct one 3D measurement result. However, it is difficult to measure objects with sharp edges, abrupt change, or non-uniform surface reflectivity. The two-frequency [21,22] or multi-frequency phase-shifting technique [23] are suitable to reconstruct dynamic complex or isolated objects, but it is difficult to simultaneously achieve high-quality sinusoidal fringe patterns for different periods under a same defocusing degree [24]. Heist et al. [8] achieved 3D shape measurement at over 330Hz by using an array projector for high-speed shape measurements. They [25] also developed a projector which utilizes a rotating slide structure to project aperiodic sinusoidal fringe pattern at high frame rates and high-speed data acquisition (more than 1300 Hz) was realized. Those two techniques can improve measurement speed compared with the techniques using ordinary commercial DLP projectors. However, the projectors need to be designed and fabricated. In addition, Laughner et al. [26] utilized the approach combining phase-shift technique and Gray-code technique to restore the accurate rabbit cardiac deformation at 200 frames per second and 10 images were required to recover one 3D frame. Nevertheless, the boundaries of two adjacent binary words, especially conversion between black and white, are not sharp cut-off caused by non-uniform reflectivity of the tested object surface, the effect of the background light intensity, noise and the impact of the defocus, and it will bring some errors and result in failing in phase unwrapping [27]. In high-speed measurement, Gray codes are also defocused because of using the binary defocusing method and more errors will occur in phase unwrapping.

Combining our previous 3D shape measurement based on complementary Gray-code (CGC) light technique [27] with a new cyclic coding strategy, a new high-speed 3D shape measurement technique is proposed in this research. Firstly, three-step phase-shifting sinusoidal fringes with the same frequency are produced using dithering technique [28] to ensure the best defocusing degree. Then the wrapped phase is calculated using phase-shifting algorithm and unwrapped with the aid of Gray-code (GC) patterns. And the robustness of phase unwrapping can be improved by projecting an additional Gray-code pattern, because the decoded results of the traditional Gray codes and complementary Gray codes will be different and complementary on those boundaries of black and white conversions. And the detailed information can be found in [27]. Finally, using the reverse relationship between the last Gray-code patterns in the consecutive projected pattern sequences, the newly introduced cyclic coding strategy can double the period number of the projected sinusoidal fringe, extend the unambiguous phase measurement range and improve the accuracy of measurement without any additional patterns. Experiments are preformed to verify the performance of the proposed technique.

The rest of the paper is organized as follows: Section 2 illustrates the principle of the proposed cyclic complementary Gray-code (CCGC) fringe projection method. Section 3 presents some experimental results of three complex scenes, including a static cooling fan and a standard ceramic ball with a free-falling table tennis, collapsing building blocks and impact of the Newton’s cradle, to validate the propose method. Section 4 discussed the strengths and limitation of the proposed method. And Section 5 summarizes this paper.
2. Cyclic complementary Gray-code fringe projection

2.1 Principle of complementary Gray-code projection

Binary dithering technique is the technique used to achieve satisfactory image rendering and color reduction, and it works well to produce high-quality sinusoidal patterns using binary defocusing technique, especially for large periods [28]. This technique is employed to produce sinusoidal fringe patterns in our work as shown in Figs. 1(a)-1(c). And phase-shifting methods have been extensively adopted in optical metrology because of the advantages of non-contact, high precision, high measuring speed, and easy accomplishment under the computer control. At least three fringe patterns are required for 3D shape recovery [29], so the three-step phase-shifting algorithm is commonly used for high-speed 3D shape measurement. Three fringe patterns can be described as:

\[
I_1(x, y, n) = \alpha(x, y, n) \left\{ a^p + b^p \cos(\phi(x, y, n) - 2\pi / 3) + \beta_1(x, y, n) \right\} + \beta_2(x, y, n) \quad (1)
\]

\[
I_2(x, y, n) = \alpha(x, y, n) \left\{ a^p + b^p \cos[\phi(x, y, n)] + \beta_1(x, y, n) \right\} + \beta_2(x, y, n) \quad (2)
\]

\[
I_3(x, y, n) = \alpha(x, y, n) \left\{ a^p + b^p \cos[\phi(x, y, n) + 2\pi / 3] + \beta_1(x, y, n) \right\} + \beta_2(x, y, n) \quad (3)
\]

in which, \(a^p\) and \(b^p\) are the mean value and the amplitude of sinusoidal fringe pattern designed in projector space and \(\alpha(x, y, n)\) is the object reflectivity, \(\beta_1(x, y, n)\) is the ambient light onto the object surface, \(\beta_2(x, y, n)\) is the ambient light directly entering the camera at different sequences of projected patterns (3 phase-shifting dithered patterns and 4 Gray-code patterns in one sequence). As shown in Fig. 1(d), \(\phi(x, y, n)\) is the wrapped phase of the modulated light field which can be obtained by solving Eqs. (1)-(3).

\[
\phi(x, y, n) = \tan^{-1} \left( \frac{\sqrt{3}(I_1(x, y, n) - I_3(x, y, n))}{2I_2(x, y, n) - I_1(x, y, n) - I_3(x, y, n)} \right) \quad (4)
\]

The calculation result of Eq. (4) changes within the range of \((-\pi, \pi]\) due to the value range of the arc-tangent function.

Gray codes are used to unwrap the wrapped phase. On the encoding of the traditional Gray codes, the width of code words is equal to that of the projected grating period. And it is assumed that the number of the grating period is \(N\), then the number of projected Gray-code
patterns (CP) is \( \log_2 N \). In our work, \( N \) is chosen as 8 to pursue high-speed measurement, so 3 traditional Gray-code patterns are needed as shown in Figs. 1(e)-1(g). However, Gray-code patterns are also defocused since binary defocusing technique has been employed to produce the sinusoidal fringe patterns. So the boundary of the black and white cannot be well defined and the wrong codes in these boundary areas will be got easily. It means that phase errors caused by wrong codes will occur in phase unwrapping process. As shown in Fig. 1(h), an additional Gray-code pattern \( CP_4 \), whose width of code words is the half of the grating period, is projected. As shown in dotted circle in Figs. 1(e)-1(g), the boundaries of black and white conversions of \( CP_4 \) locate at the different positions from \( CP_1-3 \), therefore, errors of \( CP_4 \) will be separated from those of \( CP_1-3 \). Three traditional Gray-code patterns will produce a traditional decoding result \( k_1 \), and all 4 Gray-code patterns will produce another decoding result \( k_2 \). Since the boundary of black and white of \( k_1 \) and \( k_2 \) is complementary, the unwrapping phase can be correctly recovered using \( k_1 \) and \( k_2 \).

2.2 Cyclic coding strategy of complementary Gray-code light

![Fig. 2. Sketch map of cyclic coding strategy of complementary Gray-code light.](image)

It is well-known that measuring accuracy will be improved with the increase of the grating periods. Three traditional Gray-code patterns and one additional Gray-code pattern can only encode eight grating periods. The increase of the grating periods needs more additional patterns to be projected. However, additional patterns are not expected to achieve high-speed...
measurement. So the cyclic coding strategy of complementary Gray-code light is proposed. As shown in Figs. 2(a)-2(g), the period numbers of the sinusoidal and Gray-code patterns become double, and the projected order of the Gray-code patterns is reversed to improve phase unwrapping robustness in dynamic measurement. The new Gray codes are called cyclic complementary Gray-code patterns (CCP). Both left and right 8 grating periods of CCP can be uniquely encoded by complementary Gray-code light separately. But, there is no difference between left and right 8 grating periods in the spatial domain. So, as shown in Figs. 2(g) and 2(n), the right half of CCP is designed to be cyclic reverse in the temporal sequences. That is, the right half of CCP is always the reverse code of that pattern in the former pattern sequence. Then, exclusive OR operation between sequential CCP as shown in Figs. 2(o) and 2(p) will be performed to calculate the third decoding result as shown in Fig. 2(q). The right half of CCP in the odd pattern sequence \( n \) is odd) is designed to the traditional Gray-code patterns which is not reverse and that in the even pattern sequence \( n \) is even) is designed to the reverse word. In order to get the correct \( k_1 \) and \( k_2 \), CCP in the even pattern sequence should be corrected as shown in Fig. 2(r), using the exclusive OR operation with the decoding result \( k_3 \). Finally, the wrapped phase with 16 periods can be unwrapped using \( k_1, k_2 \) and \( k_3 \) without additional Gray-code patterns.

### 2.3 Phase unwrapping based on cyclic complementary Gray-code light

<table>
<thead>
<tr>
<th>Grating period number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrapped phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n))</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CCP((x, y, n-1))</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CCP((x, y, n)) (uncorrected)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CCP((x, y, n-1))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CCP((x, y, n)) (corrected)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

In order to remove the discontinuities of the wrapped phase using phase orders \( k_1, k_2 \) and \( k_3 \), the decoding process of the CCP is shown in Fig. 3 and the details are as follows:

1) Firstly, a suitable threshold is chosen to binarize Gray-code patterns in different sequences, then the CCP\((x, y, n)\) in the sequence \( n \) and CCP\((x, y, n-1)\) in the sequence \( n-1 \) can be obtained.

2) Phase order \( k_3(x, y, n) \) is calculated using the exclusive OR operation between CCP\((x, y, n)\) and CCP\((x, y, n-1)\) as shown in Eq. (5).

\[
k_3(x, y, n) = CCP_1(x, y, n) \oplus CCP_1(x, y, n-1)
\]  

3) Correct the CCP in the even pattern sequences using the following equation:

\[
CCP_1(x, y, n) = (\text{mod}(n + 1, 2) \times k_3(x, y, n)) \oplus CCP_1(x, y, n)
\]  

4) Calculate the decimal number using three traditional Gray-code patterns, CCP\((x, y, n)\), CCP\((x, y, n)\), and CCP\((x, y, n)\) using Eq. (7).
\[ V_i(x, y, n) = \sum_{i=1}^{3} CCP_i(x, y, n) \times 2^{(3-i)} \]  

5) Observe the phase order \( k_i(x, y, n) \) by looking up the known unique relationship between the decimal number \( V_i(x, y, n) \) and the decoding number \( i(V_i(x, y, n)) \). The phase order \( k_i(x, y, n) \) is equal to the decoding number \( i(V_i(x, y, n)) \).

6) Calculate a new decimal number using all four Gray-code patterns, \( CCP_1(x, y, n) \), \( CCP_2(x, y, n) \), \( CCP_3(x, y, n) \) and \( CCP_4(x, y, n) \) using Eq. (8).

\[ V_2(x, y, n) = \sum_{i=1}^{4} CCP_i(x, y, n) \times 2^{(4-i)} \]  

7) Look up the decoding number \( i(V_2(x, y, n)) \) and calculate the phase order \( k_2(x, y, n) \) using Eq. (9).

\[ k_2(x, y, n) = INT([i(V_2(x, y, n)) + 1]/2) \]  

Finally, phase unwrapping can be executed using these three phase orders by following equation:

\[ \Phi(x, y, n) = \begin{cases} 
\phi(x, y, n) + 2\pi(k_3(x, y, n) + 8k_3(x, y, n)), & \phi(x, y, n) \leq -\pi/2 \\
\phi(x, y, n) + 2\pi(k_3(x, y, n) + 8k_3(x, y, n)), -\pi/2 < \phi(x, y, n) < \pi/2 \\
\phi(x, y, n) + 2\pi(k_3(x, y, n) + 8k_3(x, y, n)) - 2\pi, & \phi(x, y, n) \geq \pi/2
\end{cases} \]  

2.4 Error correction caused by binarization and motion

Fig. 4. Error caused by binarization and motion. (a) CCP1 in sequence n-1. (b) Uncorrected CCP1 in sequence n. (c) Phase order \( k_1 \) with errors in sequence n. (d) Corrected CCP1 with errors in sequence n. (e) CCP1 in sequence n. (f) Phase order \( k_2 \) with errors in sequence n. (g) Phase order \( k_2 \) with errors in sequence n.

As shown in Figs. 4(a) and 4(b), the edge of the black and white conversion of CCP1 in the adjacent sequence cannot match completely due to binarization of the CCP and the motion of the object. Therefore, a few order errors will occur in \( k_3(x, y, n) \) and \( CCP_1(x, y, n) \) as shown in Figs. 4(c) and 4(d). All of the errors occur in the edge of the black and white, and the width of the wrong codes depends on shooting speed, projection speed and the speed of the moving object. As shown in Fig. 4(f), \( k_3(x, y, n) \) is used on the edge area (gray part in \( k_3(x, y, n) \)), which remains the same code. The width of the gray part is half of one period of the fringe, so if motion-induced phase difference is within \( \pi \), the width of wrong codes in \( CCP_1(x, y, n) \) will be narrower than the width of the gray part. And shooting and projection speed is far faster than the speed of the moving target objects in our measuring system. Therefore \( k_1(x, y, n) \) and \( k_2(x, y, n) \) can be used to unwrap the wrapped phase according to Eq. (10) without any errors. But errors in \( k_3(x, y, n) \) will cause 16\( \pi \) phase-jump errors as shown in Eq. (10). These errors can be corrected in the phase-to-height mapping process.
In order to obtain the height of each point of the object, the unwrapping phase should be converted to height using a phase-to-height mapping algorithm [30]. Equation (11) can be used to reconstruct the height of a measured object:

\[
\frac{1}{h(x, y, n)} = u(x, y) + \frac{v(x, y)}{\Delta \Phi(x, y, n)} + \frac{w(x, y)}{\Delta \Phi^2(x, y, n)}
\]  

(11)

in which, \(\Delta \Phi(x, y, n)\) is the absolute phase of the measured object, relative to the reference plane. Four planes which have known height distributions are measured. Then the 3 unknown factors \(u(x, y)\), \(v(x, y)\) and \(w(x, y)\) can be calculated and saved as system parameters for the future phase-to-height mapping.

In our system, the measurement of the flat board was repeatedly moved with an increment of 50 millimeter (mm) to cover the entire calibrated 150-mm measuring volume. The absolute phase of 4 planes at 4 different heights, relative to the reference plane is shown in Fig. 5(a). And 10 mm in height maps at most 0.96\(\pi\) phase difference in our system, so the phase difference of the whole measurement volume should be within 16\(\pi\). The peaks model whose peak-to-peak value is 60 mm was simulated to explain the process of error correction. As shown in Fig. 5(a), the absolute phase of peaks model was obtained using the calibrated parameters. The cross-section of the result is shown in Fig. 5(b), which indicates the correct absolute phase is within the calibrated measuring volume and the wrong phase suffers 16\(\pi\) phase-jump error. So, two thresholds \(\Phi_1\) and \(\Phi_2\) which have a 16\(\pi\) phase difference are used to correct errors. In our system, \(\Phi_1\) is 15.2\(\pi\) and \(\Phi_2\) is −0.8\(\pi\). Because the phase difference of the whole measurement volume is within 16\(\pi\), the wrong phase will be out of the interval between two thresholds. Then Eq. (12) can be used to correct the phase error in \(k_3(x, y, n)\) caused by binarization and motion.

\[
\Delta \Phi(x, y, n) = \begin{cases} 
\Delta \Phi(x, y, n) - 16\pi, & \Delta \Phi(x, y, n) > \Phi_1 \\
\Delta \Phi(x, y, n) + 16\pi, & \Delta \Phi(x, y, n) < \Phi_2 
\end{cases}
\]  

(12)

3. Experiments and results

Experiments have been conducted to test the performance of our proposed method. As shown in Fig. 6, we developed a measuring system, including a digital-light-processing (DLP) projector (LightCrafter 4500) and a high-speed CCD camera (Photron FASTCAM Mini UX50). The projector resolution is 912 × 1140 pixels and the lens assembled to the camera has a focal length of 16mm and an aperture of f/1.4. In all our experiments, the image refresh rate of the projector was set at 2500Hz and the camera resolution was set at 1280
× 800 pixels with an image acquisition speed of 2500Hz which is synchronized with the camera trigger.

![Image of high-speed 3D shape measurement system](image)

Fig. 6. Photograph of the high-speed 3D shape measurement system.

3.1. The cooling fan and standard ceramic ball with a free-falling table tennis

In the first experiment, a cooling fan for CPU, a standard ceramic ball and a free-falling table tennis were measured using the proposed CCGC method, the CGC method and the traditional GC method to determine the accuracy of our proposed method and compare the performance of three methods. In order to achieve a fair comparison, 22 patterns for both CGC method (8 patterns in one pattern sequence) and CCGC method (14 patterns in two pattern sequences) are required to project sequentially onto the same scene as shown in Fig. 7. And the associated Visualization 1 shows continuously captured images at 15Hz. As shown in Fig. 7(a), the first 3 patterns and last 4 patterns are obtained for GC method and all 8 patterns are obtained for CGC method. The period of the sinusoidal pattern in three methods are 70 pixels. Then, 3D results can be reconstructed by the GC and CGC methods respectively using 7 patterns (first 3 and last 4) and all 8 patterns as shown in Fig. 7(a), and two 3D results can be restored by the CCGC method using 14 patterns as shown in Figs. 7(b) and 7(c).

![Fig. 7. Continuously captured fringe images for three methods (Visualization 1).](image)

As shown in Fig. 8(a), the radius of the standard ceramic ball is 12.6994 mm, which is measured by coordinate measurement machine and the radius of the table tennis is about 20 mm, which is measured by the vernier caliper. Figure 8(b) shows the absolute phase
calculated by the CCGC method and the phase-jump errors occurred in the blade and table tennis ball. The phase distribution of the red line in Fig. 8(b) is shown in Figs. 8(c) and 8(d), and the value of the phase-jump errors is $16\pi$. Therefore, errors can be corrected using Eq. (12) and the correct phase can be obtained as shown in Fig. 8(e). After phase-to-height mapping and system calibration, the 3D result can be reconstructed as shown in Fig. 8(f). The sphere fitting on reconstructed 3D geometries of the table tennis and standard ceramic ball were performed as shown in Figs. 8(g) and 8(h). The measured radii of two balls are 20.052 mm and 12.692 mm respectively; the root-mean-square (RMS) error of two balls are 0.165 mm and 0.098 mm respectively. And the error distributions of two ball are shown in Figs. 8(i) and 8(j). Note that due to the inaccuracy of the measurement with the vernier caliper and the motion of the table tennis, the measurement accuracy of table tennis is lower than that of standard ceramic ball. This experiment clearly showed the effectiveness and high measurement accuracy of our proposed CCGC method.

Fig. 8. Data processing and accuracy analyzing of the CCGC method. (a) Test scene consisting of a cooling fan for CPU, a standard ceramic ball and a free-falling table tennis at T = 100ms. (b) Uncorrected absolute phase. (c)-(d) One cross-section (highlighted in (b)) of the uncorrected absolute phase. (e) Corrected absolute phase. (f) Reconstructed result. (g) Sphere fitting of the table tennis in (f). (h) Sphere fitting of the standard ceramic ball in (f). (i) Error distribution of the measured table tennis. (j) Error distribution of the measured standard ceramic ball.

To compare the performance of the CCGC method with the CGC and GC methods, the 3D results of the GC and CGC methods were calculated. The number of projected patterns and grating periods, reconstructed results and reconstructed success rate of three methods are summarized in Fig. 9. Three same phase-shifting patterns are used in three methods, so the same wrapped phase can be obtained. However, three different phase unwrapping strategies
are used, so the number of projected patterns and reconstructed success rate are different for different methods. And data indicates that the CCGC method has the same number of projected patterns as the GC method but has higher reconstructed success rate (100%) than that (88.5%) of the GC method. And it also shows that both CGC and CCGC methods have the same reconstructed success rate (100%), but the CCGC method has the less number of projected patterns than CGC method. Comparative assessments clearly showed that our proposed CCGC method reserved the advantages of the CGC and GC methods and had better performance than those two methods.

<table>
<thead>
<tr>
<th></th>
<th>GC Method</th>
<th>CGC Method</th>
<th>CCGC Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projected Patterns</td>
<td>3+4</td>
<td>3+5</td>
<td>3+4</td>
</tr>
<tr>
<td>Number of Grating Periods</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Reconstructed Result</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>Success Rate</td>
<td>88.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Fig. 9. Comparative assessment of GC, CGC and CCGC methods.

3.2. Collapsing building blocks

In the second experiment, the collapsing process of the building blocks was measured to demonstrate the performance of our proposed method in the high-speed and complex scene. Wooden building blocks (block size $\sim 30 \times 30 \times 30$ mm$^3$) were piled up and the collapse was started by pulling the lower left block. This is a challenging scene to measure because of a mount of discontinuous surface including gaps between blocks and sharp edges of single block, and because of different reflectivity of the surface of blocks [8]. The total collapsing process took about 490 ms. Three phase-shifting fringe images were averaged to create a texture map at different pattern sequences as shown in Fig. 10(a), and corresponding reconstructed results are shown in Fig. 10(b) and Visualization 2. The reconstructed rate is 357 fps and the replayed rate is 30 fps. The depth range of the scene is comparatively large, but it varies within 150-mm calibrated measurement volume, so the errors caused by binarization and motion can be corrected using Eq. (12). Experimental result showed our proposed method can complete absolute 3D shape measurement of multiple randomly moving objects with sharp edges.

![Image](image4.png)

Fig. 10. Measurement of collapsing building blocks. (a) Representative collapsing scenes at different time points. (b) Corresponding 3D reconstructions (Visualization 2).
3.3. Impact process of Newton’s cradle

In the last experiment, the impact process of the Newton’s cradle was recorded and measured. Figure 11(a) shows the texture maps calculated by averaging three phase-shifting images at different sampling times with 58.8-ms interval to present a complete impact and swing, and Fig. 11(b) shows the corresponding 3D reconstructed results. T = 0 ms is the start time of the swing, T = 117.6 ms is the time when the left ball hits the second ball and T = 235.2 ms is the time when the right ball reaches the highest position. The results indicate the middle three balls kept almost still during the whole process and the left ball transferred energy to the right ball through the impact. To further analyze the impact process, the trajectory and velocity of the ball can be obtained by tracing the center of the ball. The sphere fitting method was used to find the center of the ball and the trajectory of the left ball and the right ball were traced as shown in Fig. 11(c). The gray shiny surface is the reconstructed result with the texture map at the first moment (T = 0 ms), the black spheres are the fitting spheres of the results and two gray spheres are respectively the fitting sphere of the left ball at the third moment (T = 117.6 ms) and the fitting sphere of the right ball at the last moment (T = 235.2 ms). The colored lines are the trajectory of the left and right ball, which indicates that the starting position of the left ball is below the horizontal plane and the noncentral impact happened between left two balls, which mean the more momentum will be loss in this impact. In addition, the instantaneous speed of the ball can be estimated by taking the derivative of the position function to time and the color in the trajectory represents the speed of the ball. Figure 11(d) shows the velocity of the left and right balls as a function of time, which indicates the velocity of the left ball generally increased with the time growth and the velocities of two balls exchanged in the hitting moment (T = 117.6 ms), then the left ball remained almost still and the velocity of the right ball decreased to be around zero. Because of the noncentral impact, the velocity of the ball decreased from 0.74 m/s (left ball) to 0.69 m/s (right ball) at the hitting moment. The velocity oscillation of two balls at around the hitting moment is caused by the shake of the ball as shown in Fig. 11(e). Six texture maps in Fig. 11(e) are the moments corresponding to moments in the circle of the Fig. 11(d). The angle between the tangential direction of the ball on the sides and the normal direction of the string is less than 90 degrees at the moments 1 and 6, the angle is equal to 90 degrees at the moments 2 and 5 and the angle is more than 90 degrees at the moments 3 and 4. Figures 11(d) and 11(e) indicates the velocity of the ball increases when the angle between the tangential direction of the ball on the sides and the normal direction of the string is less than 90 degrees and decreases when the angle is more than 90 degrees. The whole reconstructed process is provided in Visualization 3, which can show the shake of the ball clearly. In this experiment, the reconstructed rate is 357 fps and the replayed rate is 15 fps.
The maximum velocity of the ball is 0.74 m/s, which is far lower than the projected and captured speed, so no phase unwrapping error occurs in this experiment. However, when the speed of the measured object increases until motion-induced phase error between adjacent CCP exceeds $\pi$, errors will occur in the decoding order.

To evaluate the maximum measuring velocity of the moving object, motion in two directions which induce phase error is discussed: one is along the depth direction (Z-axis), and the other is along the perpendicular direction (X-axis) of the fringe lines. In the depth direction (Z-axis), the least height difference $h_{\text{min}}$ caused by $\pi$ phase difference is $150/14.4 = 10.41$ mm as shown in Fig. 5. The image refreshing rate of the projector and image acquisition rate of the camera is $r$, and one pattern sequence includes $m$ images, so the maximum velocity $V_{Z_{\text{max}}}$ of measured objects in the depth direction (Z-axis) can be calculated by the following equation:

$$V_{Z_{\text{max}}} = h_{\text{min}} \times r / m.$$  \hspace{1cm} (13)
In the perpendicular direction (X-axis) of the fringe direction, the fourth reference with 150-mm height is nearest to the camera, so $\pi$ phase difference in X-axis causes the least distance difference in X-axis on this plane. As shown in Fig. 12(a), the unwrapping phase of the fourth reference is obtained and the pixel coordinate is converted to the world coordinate in X-axis and Y-axis. To calculate the least distance difference $d_{\text{min}}$ caused by phase, the derivative of distance in X-axis to phase in the middle row of Fig. 12(a) is shown in Fig. 12(b). So $d_{\text{min}} = 2.07 \pi \times 10^{-3} \text{ m}$, and $V_{X_{\text{max}}}$ can be calculated by following equation:

$$V_{X_{\text{max}}} = \frac{d_{\text{min}} r}{m}. \quad (14)$$

In our system, $r = 2500$ and $m = 7$, so $V_{Z_{\text{max}}} = 0.01041 \times 2500/7 = 3.72 \text{ m/s}$ and $V_{X_{\text{max}}} = 2.07 \times \pi \times 10^{-3} \times 2500/7 = 2.32 \text{ m/s}$. Both of them are far higher than the speed of the moving target (0.74 m/s) in this experiment, so the object motion does not induce phase unwrapping errors in our measurement. To further increase the maximum measurable speed allowed, one can increase the projected and captured rate $r$, decrease the number of the patterns $m$ in one sequence, or reduce the angle between the projector and the camera to increase $h_{\text{min}}$ and $d_{\text{min}}$.

4. Discussion

Our proposed method has the following advantages compared with other high-speed 3D shape measurement techniques.

- **Assurance of the optimum defocusing degree for binary dithering technique.** Since only three phase-shifting sinusoidal patterns with single frequency are generated in our approach to obtain wrapped phase distribution, the optimum defocusing degree can be guaranteed in binary dithering technique, and thus patterns with higher sinusoidal quality can be obtained.

- **Simple and robust phase unwrapping in dynamic 3D shape measurement.** Multi-wavelength (heterodyne) and multi-frequency (hierarchical) phase unwrapping algorithms [31] are widely used in high-speed 3D shape measurement. Multi-wavelength method increases the unambiguous measurement range by sacrificing its signal to noise ratio, so it is sensitive to the noise in phase unwrapping. Multi-frequency method needs to project the unit-frequency sinusoidal pattern, but it is difficult to preferably generate a unit-frequency sinusoidal pattern with only two gray scales. In addition, the optimal defocused degree cannot be ensured for the unit-frequency sinusoidal pattern because high-frequency sinusoidal patterns are optimally defocused to pursue higher measuring accuracy. However, in the proposed CCGC method, Gray-code patterns only have two gray scales, which have high robustness and anti-noise ability. And the cyclic complementary strategy can
eliminate errors at the transition area between black and white codes. So complex
dynamic scenes can be measured without phase unwrapping errors using the
proposed method.

- **Absolute 3D shape measurement of multiple randomly moving objects with sharp
  edges.** As shown in measuring experiment of collapsing building blocks, our
  proposed approach is capable of restoring absolute 3D geometries for many
  spatially isolated and randomly moving objects with sharp edges, which is a
  challenging scene to measure in previous approaches.

- **Larger unambiguous phase measurement range and higher measuring accuracy.** Our
  proposed cyclic coding strategy doubles the period of the projected sinusoidal
  fringe, extends the unambiguous phase measurement range and consequently
  improves the accuracy of measurement without any additional patterns compared
  with our previously proposed work [27].

However, there is also the limitation that to be further improved in our proposed method. It is:

- **Limited measuring depth range.** As mentioned in Sec. 2.4, phase difference of the
  whole measurement volume should be within $16\pi$ to correct errors caused by
  binarization and motion. And it leads to a limited measuring depth range in our
  approach although the range is relatively large for general measurement. In further
  work, the hypothesis of motion continuity could be used to correct errors in our
  method and the limitation of measurement depth will be eliminated.

5. Conclusion

A novel high-speed 3D shape measurement technique using cyclic complementary Gray-
code light has been proposed. This method employs dithering technique to generate the
binary patterns and binary defocusing technique to produce three phase-shifting sinusoidal
patterns with single frequency. And the wrapped phase is calculated using phase-shifting
algorithm. Then, the wrapped phase can be unwrapped pixel by pixel without ambiguities
using additional four complementary Gray-code patterns, which can eliminate phase-
unwrapping errors caused by the impact of defocus, non-uniform reflectivity of the tested
surface, the effect of the background light intensity and the noise. Finally, the cyclic coding
strategy can be used to double the period of the projected sinusoidal fringe, extend the
unambiguous phase measurement range and consequently improve the accuracy of
measurement without additional patterns using the reverse relationship between the last
Gray-code patterns in the consecutive sequences. Comparative experiments verified that the
proposed CCGC method outperforms the conventional GC and CGC methods due to its
advantages of higher robustness, larger unambiguous phase measurement range, and less
projected patterns. And experimental results on dynamic scenes demonstrated that the
technique can reliably obtain high-quality shape and texture information of moving objects at
a rate of 357 fps.
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