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Abstract

Fourier ptychographic diffraction tomog-

raphy (FPDT) is a recently developed

label-free computational microscopy

technique that retrieves high-resolution

and large-field three-dimensional (3D)

tomograms by synthesizing a set of low-

resolution intensity images obtained with

a low numerical aperture (NA) objective.

However, in order to ensure sufficient

overlap of Ewald spheres in 3D Fourier

space, conventional FPDT requires thousands of intensity measurements and

consumes a significant amount of time for stable convergence of the iterative

algorithm. Herein, we present accelerated Fourier ptychographic diffraction

tomography (aFPDT), which combines sparse annular light-emitting

diode (LED) illuminations and multiplexing illumination to significantly

decrease data amount and achieve computational acceleration of 3D refractive

index (RI) tomography. Compared with existing FPDT technique, the equiva-

lent high-resolution 3D RI results are obtained using aFPDT with reducing

data requirement by more than 40 times. The validity of the proposed method

is experimentally demonstrated on control samples and various biological

cells, including polystyrene beads, unicellular algae and clustered HeLa cells

in a large field of view. With the capability of high-resolution and high-

throughput 3D imaging using small amounts of data, aFPDT has the potential

to further advance its widespread applications in biomedicine.

KEYWORD S

Fourier ptychographic diffraction tomography, refractive index imaging, sparse annular
LED illuminations, three-dimensional imaging

Shun Zhou and Jiaji Li contributed equally to this work.

Received: 30 August 2021 Revised: 26 November 2021 Accepted: 26 November 2021

DOI: 10.1002/jbio.202100272

J. Biophotonics. 2021;e202100272. www.biophotonics-journal.org © 2021 Wiley-VCH GmbH. 1 of 15

https://doi.org/10.1002/jbio.202100272

https://orcid.org/0000-0002-7033-1513
https://orcid.org/0000-0001-6206-7700
https://orcid.org/0000-0002-1461-0032
mailto:zuochao@njust.edu.cn
http://www.biophotonics-journal.org
https://doi.org/10.1002/jbio.202100272
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fjbio.202100272&domain=pdf&date_stamp=2021-12-11


1 | INTRODUCTION

Three-dimensional (3D) refractive index (RI) contains
useful quantitative biophysical information about vol-
ume, shape, size and dry mass, and these characteristics
are important for morphological detection and disease
diagnosis in biomedical imaging [1, 2]. As an endogenous
contrast agent, 3D RI imaging of cells or tissues indeed
allows the visualization of biological intracellular struc-
ture without staining or labeling. Fluorescence-based 3D
imaging methods, such as confocal microscopy [3] and
multiphoton microscopy [4], usually require exogenous
labels (eg, fluorescent dyes or proteins) as biomarkers to
provide high-contrast images of biological samples. In
contrast to existing 3D fluorescence imaging, 3D RI imag-
ing avoids the irreversible damage to living cells caused
by the photobleaching and phototoxicity of fluorescent
agents. Moreover, it allows high-contrast imaging to
transparent biological samples which are nonfluorescent
or cannot be fluorescently tagged [5–7].

Over the past two decades, quantitative phase imag-
ing (QPI) [2] has become a widely used label-free imag-
ing technique due to its powerful capabilities to image
the phase of unstained biological samples. Some typical
interferometric and noninterferometric QPI methods,
including off-axis digital holograph microscopy (DHM)
[8–11], common-path-based self-interference [12], trans-
port of intensity equation [13–17], and differential phase
contrast [18, 19], can provide stable QPI results for vari-
ous biological cells and tissues. However, the quantitative
phase only represents the total phase delay caused by
nonhomogeneous RI distribution within the object, and
the single two-dimensional (2D) integrated phase is
insufficient for the characterization of 3D heterogeneous
objects. In contrast, optical diffraction tomography
(ODT) [20–25] is a powerful technique for high-resolu-
tion and high-contrast 3D label-free RI imaging. Conven-
tional ODT is a typical tomographic technique that
requires sequential measurement of multiple holograms
in DHM with varying illumination angles and filling the
3D spectrum based on Fourier diffraction theorem [26,
27]. The existing interferometric setups are not compati-
ble with commercial bright-field microscopes, and imag-
ing quality is disturbed by the speckle noise and parasitic
interference of laser sources. Furthermore, the additional
intermediate phase unwrapping is required for holo-
graphic phase retrieval, which increases the complexity
of the 3D RI reconstruction process.

Alternatively, intensity diffraction tomography (IDT)
[28–33] does not require complicated interferometric
setups and highly coherent illumination sources. Instead,
only a traditional bright-field microscope with a light-
emitting diode (LED) array is invoked to achieve 3D RI

imaging. The 3D RI distribution of the sample is directly
recovered utilizing 3D deconvolution between the
through-focus intensity stack collected by axial scanning
and the optical transfer function of the system, and this
direct operation makes it suitable for dynamic 3D RI
tomographic imaging [34–39]. Unfortunately, the inher-
ent trade-off between imaging resolution and contrast in
IDT using a partially coherent illumination source pre-
vents the maximum possible resolution for 3D imaging.
In addition, the existing forward IDT imaging models are
derived under the weakly scattering assumption (first-
order Born approximation), while the Rytov approxima-
tion is more suitable for the imaging of biological cells or
tissues (non-weak-phase samples) and enables the 3D RI
reconstruction beyond the condition of weak objects
assumption as well. Existing 3D imaging modalities are
significantly limited to the space-bandwidth product of
the optical system due to the usage of high-magnification
objectives at the expense of the imaging field-of-view
(FOV) [40].

Fourier ptychographic diffraction tomography
(FPDT) [41, 42] is a recently developed label-free and
noninvasive 3D microscopic imaging technique inspired
by Fourier ptychographic microscopy [43–46]. Within an
off-the-shelf inverted microscope and a simple program-
mable LED array light source, 3D tomograms are
retrieved by synthesizing a set of low-resolution intensity
images obtained with a low numerical aperture
(NA) objective under different illumination angles. FPDT
enables both large FOV and high-resolution complex 3D
RI tomographic reconstruction by introducing dark-field
illuminations with large angles, thanks to the inherent
synthetic aperture [47, 48] and phase retrieval capabili-
ties. Nevertheless, to ensure sufficient overlap of Ewald
sphere in 3D Fourier space, conventional FPDT requires
thousands of intensity measurements (capturing 3001
intensity images required [42]) and consumes a signifi-
cant amount of time for stable convergence of the itera-
tive algorithm. The imaging speed is severely limited by
the huge amount of data, as evidenced by long data
acquisition and computation time for tomographic recon-
struction. On account of the high redundancy of a large
amount of captured angled intensity stack, the sparse
illumination pattern can be used to greatly reduce the
data amount to be measured on the basis of ensuring
imaging quality, thereby accelerating the speed of tomo-
graphic imaging.

Herein, we introduce accelerated Fourier ptycho-
graphic diffraction tomography (aFPDT) with sparse
annular LED illuminations for large FOV and high-reso-
lution 3D RI imaging with faster iteration and conver-
gence speed. By integrating the schemes of the sparse
annular LED illuminations [49, 50] and multiplexing
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illumination, the issue of large data redundancy of FPDT
is alleviated, in which the adoption of multiplexing illu-
mination is inspired by Reference [45]. Based on this
strategy, the distributions of LED illumination are
located on annuluses with illumination NAs equal 0.4,
0.57, 0.71 and 0.8. Only 73 images were captured in our
experiment, where 24 of them were bright-field intensity
images with illumination NA equal to objective NA. The
other 49 dark-field intensity images were acquired by
multiplexing four LEDs with the same illumination
NA. The validity of aFPDT is experimentally demon-
strated on quantitative RI measurements of micro-poly-
styrene beads. Experimental results on the investigation
of unstained algae and clustered HeLa cells are then pres-
ented, suggesting that the aFPDT has the potential to
advance its applications in biomedicine.

2 | ALGORITHM FLOWCHART OF
aFPDT

We propose the aFPDT with sparse annular LED illumi-
nations, and the detailed algorithm flowchart is illus-
trated in Figure 1. The process of aFPDT reconstruction
algorithm contains alternating between the spatial and
Fourier domain according to the following steps:

The algorithm starts with estimating the 3D RI distribu-
tion of samples utilizing IDT [33, 35] with measured 24
bright-field intensity images. The 3D scattering potential
V xð Þ can be further obtained according to Equation A1.
After 3D Fourier transform, the resultant spectrum is
used as the initial value of V̂ kð Þ, which corresponds to
Step 1 in Figure 1. The initial estimation of the scattering
potential information using the result calculated by IDT

FIGURE 1 Algorithm flowchart of accelerated Fourier ptychographic diffraction tomography with sparse annular LED illuminations.

2D, Two-dimensional; 3D, three-dimensional; IDT, intensity diffraction tomography; LED, light-emitting diode; RI, refractive index
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helps to avoid getting stuck in local minima under the
condition of using a small amount of data.

The iterative process of aFPDT corresponds to Steps
2 and 3 in Figure 1. For the bright-field illumination of
the frequency vector ki, we determine the sub-spectrum
information of the corresponding support domain in the
scattering potential spectrum according to the incident
wave vector ki and the generalized 3D coherent transfer

function, P kTð Þδ kz�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m� kTj j2

q� �
. This 3D sub-spec-

trum is extracted and projected along kz direction to

obtain a low-resolution 2D sub-spectrum Û
i
s1 kTð Þ

according to

Û
i
s1 kTð Þ¼ j

4πkz
V̂ k�kið ÞP kTð Þ,

δ kz�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m� kTj j2

q� �
,

ð1Þ

where the superscript i represents the ith illumination.
Û

i
s1 kTð Þ is circular shifted in the frequency domain

according to 2D incident wave vector kiT, and inverse
Fourier transform is performed on the resultant spectrum
to obtain normalized first-order scattered field U i

s1n xTð Þ.
According to Equations A6 and A7, we convert the esti-
mated U i

s1n xTð Þ to the measured field U i
n xTð Þ and use the

measured I i xTð Þ to impose an intensity constraint to
obtain the updated normalized first-order scattered field
U

i
s1n xTð Þ. The update formula is

U
i
s1n xTð Þ¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffi
Ii xTð Þ

q exp U i
s1n xTð Þ� �

exp U i
s1n xTð Þ� ��� ��

( )
: ð2Þ

Fourier transform of this updated complex amplitude
U

i
s1n xTð Þ to the Fourier domain. The resultant spectrum

is further shifted back to its original position, which
forms the first-order scattered field after intensity con-
strain. According to the relation in Equation A3, the
updated 2D spectrum information is remapped to the 3D
cap of Ewald sphere of scattering potential spectrum for
3D spectrum coverage of bright-field illumination.

Due to the multiplexed illumination scheme, the
dark-field intensity is contributed by the illumination
from different angles, and it will be decomposed for the
constraint and update of four different sub-spectrums in
the reconstruction process. The detailed process is shown
in Step 3 of Figure 1. For a certain dark-field intensity
image captured under the simultaneous illumination of
four known LEDs, we extract the corresponding four 3D
sub-spectrums bounded by the 3D-generalized aperture
from V̂ kð Þ according to the illumination angles,

respectively. By projecting along the axial frequency coor-
dinate, correcting constants and normalizing, we obtain
four 2D normalized first-order scattered fields U i,m

s1n xTð Þ,
where m¼ 1,2,3,4. Next, convert the estimated U i,m

s1n xTð Þ
to normalized total field U i,m

n xTð Þ. It is worth mentioning
that the detailed steps are consistent with the bright-field
process. As the measured intensity conforms to the prin-
ciple of incoherent superposition, (ie, the intensity of four
LEDs lit simultaneously is equal to the summation of the
intensity of each LED lit individually), we decompose the
intensity state mixture by feat of the amplitude compo-
nent of U i,m

n xTð Þ. The formula can be expressed as:

Ii,m xTð Þ¼ U i,m
n xTð Þ�� ��2

P4
m¼1

U i,m
n xTð Þ�� ��2 I

i xTð Þ: ð3Þ

After that, the decomposed intensity images Ii,m xTð Þ are
used as the intensity constraint condition to update the
normalized first-order scattered field, U

i,m
s1n xTð Þ. The

update formula is derived as:

U
i,m
s1n xTð Þ¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I i,m xTð Þ

q exp U i,m
s1n xTð Þ� ��1

exp U i,m
s1n xTð Þ� ��1

�� ��þ1

( )
: ð4Þ

After inverse normalization and spectrum remapping, four
sub-spectrums' information can be updated at once with
only one dark-field intensity image, which speeds up the
coverage and update of the scattering potential spectrum.

We implement iterative constraints between Steps 2 and
3 until the iterations of aFPDT converge within all intensity
images (24 bright-field images and 49 dark-field images).
Finally, a nonnegative iterative constraint algorithm based
on prior knowledge about samples is adopted to solve the
missing cone problem caused by the finite illumination
angle and the limitation of the objective NA [51]. The algo-
rithm effectively fills the spectrum information of the miss-
ing cone, which increases the RI value and eliminates axial
artifacts. 3D inverse Fourier transforming the scattering
potential spectrum results in the reconstruction of the 3D
RI distribution of the sample to be measured [26, 27].

3 | SIMULATIONS FOR VARIOUS
ILLUMINATION SCHEMES

3.1 | Various sparse illumination
schemes comparison for bright-field

We implement the simulation of 3D RI reconstruction
based on a pure phase microsphere with different sparse
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sampling schemes of LED illumination within bright-
field NA, and the simulation results are shown in Fig-
ure 2. The ideal microsphere with an 8 μm diameter and
RI of 1.595 is immersed in the matched medium
(nm ¼ 1:58). First, as the reference result, the 3D RI
distribution of the microsphere is reconstructed utilizing
complete bright-field intensity images without down-
sampling the illumination angle. While for the situation
of sparse illumination down-sampling, the distance
between two adjacent LEDs is increased to two and four
times of the original LED pixel pitch resulting in the uni-
form down-sample of illumination angles by two and
four times, respectively [52]. The FPDT algorithm is
employed to recover the 3D RI of the microsphere under
the 2� and 4� illumination angles down-sampling,
respectively. Additionally, the annular illumination mat-
ched with the NA of objective [49] is also compared with
other uniform illumination down-sampling schemes, and

the reconstruction result is also shown in Figure 2. From
the presented results, the sparse annular illumination
scheme provides the best 3D RI reconstruction quality of
the microsphere among three different illumination
down-sampling schemes. The matched annular illumina-
tion (ie, NAill ¼NAobj) not only eliminates the overlap of
two antisymmetric circular regions in the phase transfer
function, ensuring optimal low-frequency phase informa-
tion coverage, but also ensures maximizing the Fourier
coverage allowed by the system within the bright-field.
Together, annular illumination scheme captures both
high- and low-spatial frequency phase and absorption
information, which is beneficial to 3D RI reconstruction
using a small number of intensity-only measurements.
Based on this group of simulations, the sparse annular
illumination scheme is determined to reduce the amount
of intensity images without seriously degrading imaging
performance for bright-field situation.

FIGURE 2 Comparison of the simulated microsphere results using FPDT algorithm under various sparse illumination schemes for

bright-field. FPDT, Fourier ptychographic diffraction tomography; LED, light-emitting diode; RI, refractive index
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3.2 | Various sparse illumination
schemes comparison for dark-field

Based on the sparse annular illumination scheme within
bright-field, the down-sampling schemes of dark-field
illumination need to be considered as well to further
reduce the amount of dark-field intensity data. The 3D RI
reconstruction simulations for various dark-field sparse
illumination schemes are performed on two micro-
spheres and three bars, and the detailed results are
shown in Figure 3.

Figures 3A,B illustrate the 3D simulation results of
using only the annular bright-field illumination (24

bright-field images) and using all 2708 intensity images
(2684 dark-field and 24 bright-field images), respectively.
It can be seen from the microspheres edges and bars that
the dark-field images are crucial for improving the reso-
lution and recovering the details of objects. In addition,
the reconstructed results with the 4� down-sampling
and annular down-sampling of dark-field LED illumina-
tion are presented in Figures 3C,D, respectively. There
are three annular patterns for the dark-field illumination
in Figure 3D, and we choose the LEDs with NAill ¼ 0:57,
NAill ¼ 0:71 and NAill ¼ 0:8. The selection of this illumi-
nation method is based on two points: First, the annular
illuminations can cover the 3D scattering potential

FIGURE 3 Comparison of simulated results using various dark-field illumination schemes in the case of the bright-field illumination of

sparse annular pattern. RI, Refractive index
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spectrum information as much as possible, accompanied
by achieving theoretical lateral resolution of 421 nm and
axial resolution of 1.25 μm. Second, the elaborate design
of NA equal to 0.57, 0.71 and 0.8 intends to ensure the
overlap of Ewald spheres with the spectrum on the adja-
cent inner and outer illumination NA, which enhances
the constraint between the spectrum information and
ensures stable convergence of the iterative algorithm.
The results show that the illumination scheme of annular
down-sampling for dark-field can recover the RI distribu-
tion of objects well.

Further, we perform a uniform sparse down-sampling
simulation on the basis of annular dark-field illuminations
(Figure 3E). However, in this case, the high-frequency
details cannot be recovered properly since the amount of
data is too small and the scattering potential cannot con-
verge well. Alternatively, the combination of multiplexing
strategy on the basis of annular dark-field illuminations can
further reduce the intensity data requirement for dark-field
manyfold as well. The measured intensity under illumina-
tion multiplexing conforms to the principle of incoherent
superposition. In order to ensure the uniform distribution

of superimposed intensity and avoid the signal being over-
whelmed by noise, we carry out illumination angles mul-
tiplexing of the LEDs with the same illumination NA.
Figure 3F shows the simulation result of four LEDs mul-
tiplexing based on the sparse annular dark-field illumina-
tions indicating the slight quality degeneration of 3D RI
reconstruction of microspheres and bars. Figures 3G1,G2
denote the lateral and axial RI line profiles corresponding
to the dashed lines labeled in Figures 3A3-F4. Compared
with other types of dark-field illumination, the illumination
strategy corresponding to Figure 3F significantly reduces
the amount of dark-field intensity data at the expense of
solely slight loss of image quality. In fact, this slight loss of
image quality is reasonable because the multiplexing annu-
lar illumination strategy reduces the amount of data, the
spectrum coverage, and overlap of the scattering potential
compared to the illumination strategy using all dark-field
images.

By combining with the above bright-field and dark-
field illumination scheme analysis, we finally propose an
aFPDT adopting optimized sparse annular LED illumina-
tions and multiplexing illumination scheme to achieve

FIGURE 4 A, Photograph of the aFPDT experimental setup. B, Schematic of the aFPDT illumination imaging system. C, Description of

LEDs position and illumination NA. D, 2D spectral supports in the ky�kz plane for different illumination NA. E, Illustration of the

illumination pattern and data acquisition, corresponding to the different illumination conditions in (C). aFPDT, Accelerated Fourier

ptychographic diffraction tomography; LED, light-emitting diode
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large FOV and high-resolution 3D RI imaging with a
small amount of data.

4 | EXPERIMENTAL SETUP AND
IMPLEMENTATION OF aFPDT

The aFPDT is implemented on an off-the-shelf inverted
bright-field microscope platform (IX71, Olympus, Japan)
with a 10� 0.4NA objective (UPLSAPO 10�, Olympus,
Japan), as shown in Figure 4A. We use a programmable
63 � 63 LED array to replace the light source, providing
quasi-coherent illumination with a center wavelength of
507 nm and spectral bandwidth of 20 nm. As depicted in
Figures 4B,C, the distance between the sample stage and
the LED array is 46 mm. Lateral distance between adja-
cent LEDs is 2 mm, and the available maximum illumi-
nation NA is 0.8. The LED array is driven by a field-
programmable gate array (FPGA) unit
(EP4CE10E22C8N, ALTERA), and the 24 LEDs on the
LED array with illumination NAs equal to 0.4 are

individually lit one by one. For dark-field illumination,
we control the FPGA to turn on four LEDs with the same
illumination NA each time, which are located on an
annulus on the LED array. This same operation is
implemented for LEDs with illumination NA equal to
0.57, 0.71 and 0.8, respectively. Finally, a CMOS camera
(Hamamatsu ORCA-Flash 4.0 C13440) with a resolution
of 2048 � 2048 and a pixel size of 6.5 μm is used to record
the intensity information, which is synchronized with the
LED array by the same controller via two coaxial cables
that provide the trigger and monitor the exposure status.
Under the camera exposure rate of 33 Hz, a total of 73
full-frame (2048 � 2048) 16-bit images are captured
within 2.22 seconds, as shown in Figure 4E.

All the experimental data are processed by MATLAB
software (MATLAB R2018a) with a computer workstation
(Intel Core i7-7820X central processing unit operating at
3.6 GHz with 8 cores and 16 threads, 128 GB of 2133 MHz
DDR4 random-access memory, NVIDIA GeForce RTX
2080Ti 11 GB graphics card). The time required for all com-
putation processes (including 30 aFPDT iterations and

FIGURE 5 3D quantitative RI reconstruction of a micro-polystyrene bead. A1-A4, Lateral and axial spectrum and RI slices recovered

using previous FPDT. B1-B4, Lateral and axial spectrum and RI slices recovered using aFPDT. C1-C2, The RI line profiles corresponding to

the red and blue dashed lines labeled in A and B. aFPDT, Accelerated Fourier ptychographic diffraction tomography; RI, refractive index
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20 iterations of the nonnegativity constraint) of intensity
stacks within a small segment (80 � 80 � 73) from the
whole FOV (2048 � 2048 � 73) is 21 seconds. After
obtaining the high-resolution tomogram (320 � 320 � 320)
of each subregion, a full FOV high-resolution 3D tomo-
graphic result (8192 � 8192 � 320) is created.

5 | EXPERIMENTAL RESULTS

5.1 | 3D RI reconstruction of a standard
micro-polystyrene bead

In order to verify the applicability of the aFPDT experi-
mentally, a micro-polystyrene bead with known RI is
used for 3D tomographic imaging. The micro-polystyrene
bead (Polysciences, n¼ 1:59) with an 8 μm diameter is
immersed in oil (Cargille, nm ¼ 1:58). For reference, 3001
intensity images were used to recover RI distribution of
the bead (Figures 5A1-A4). Figures 5B1-B4 display the
reconstruction results of the same sample using the pro-
posed method. As marked with red and blue dashed lines
in Figures 5A,B, the lateral and axial profiles of bead
illustrate the RI reconstruction differences between the
previous method and proposed one, where the yellow
lines represent the ideal values (Figures 5C1,C2). By
quantitatively comparing the imaging quality, the aFPDT

can effectively recover the 3D RI distribution of samples
with a small amount of data. Although there is a slight
loss in imaging quality, the advantage is that the
amount of data is reduced by more than 40 times, from
3001 to 73, thereby reducing images acquisition and cal-
culation time significantly.

5.2 | 3D RI tomographic imaging of
unstained Pandorina morum

The unstained P. morum is used for 3D RI measurement to
test the performance of aFPDT in its intended biomedical
applications. As shown in Figure 6A, 73 intensity images of
the sample under different illumination angles were cap-
tured in 2.22 seconds. The right side of Figure 6B is a 3D
rendering of the reconstructed RI of P. morum, while four
RI slices at different depths are presented on the left panel.
The recovered through-slice RI stacks as well as the
corresponding 3D rendered images are animated in Video
S1. From the result, we can intuitively see that the
P. morum is composed of 16 cells, which are held together
to form a sack globular colony surrounded by mucilage.
Moreover, these cells are located at different axial depths
and their intracellular RI presents differential distribution.
The experimental result of P. morum shows that aFPDT is
suitable for unlabeled biological cell imaging.

FIGURE 6 3D RI

tomographic imaging of

unstained Pandorina morum. A,

Time sequence of captured

intensity images. B, 3D rendering

of reconstructed RI and the 2D

RI slices at different axial depths

(see also Video S1). 2D, Two-

dimensional; 3D, three-

dimensional; RI, refractive index
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5.3 | Quantitative 3D RI measurement of
diatom

We perform 3D tomographic imaging on unstained centric
diatoms, which are microorganisms with transparent cell
walls (called frustule) formed by the hydration of a small
amount of water and silica. The frustule is composed of
upper and lower valves (also known as epitheca and
hypotheca). Each valve is made up of extremely complex
hexagonal micropores of silica, which is arranged to form a
silk network [53]. The damaged central diatom observed
here is just the upper valve of the cell wall. Figure 7A shows
the rendering results of the reconstructed 3D RI projected in
the x-y, x-z and y-z directions. Besides, the 3D rendered
images are animated in Video S2. It can be seen that the epi-
theca is a semi-shell shape, and the valve presents a radial
silk mesh structure, which is formed by arranged hexagonal
micropores composed of silica. The upper valve is sur-
rounded by a ring of its own special processes. The original

intensity image taken under vertical illumination is illus-
trated in Figure 7B. Figures 7C,D1,D2 are the RI slices of the
centric diatom at z= 0 μm, z= 6.24 μm and z= 8.97 μm. In
addition, as marked with the blue and red lines in
Figures 7D1,D2, the RI line profiles shown in Figures 7E1,E2
allow us to obtain the quantitative biological information of
process and silica microporous skeleton: (1) The spacing
between two adjacent processes is between 2~3 μm, and the
diameter of the hexagonal micropores is about 3 μm, and (2)
the RI of process is higher than that of the reticulated silica
skeleton.

5.4 | Full FOV tomographic imaging of
unstained HeLa cells

In the last part of the experimental results, aFPDT is
applied to perform 3D tomographic imaging of clustered
HeLa cells to demonstrate its effective performance for

FIGURE 7 Quantitative 3D RI reconstruction of a diatom. A, Rendered x-y, x-z and y-z RI projections for diatom. B, Intensity image of

diatom collected at vertical illumination. C, D1-D2, RI slices of diatom at z = 0 μm, z = 6.24 μm and z = 8.97 μm. E1-E2, RI line profiles

corresponding to the blue line in D1 and red line in D2 (see also Video S2). 3D, Three-dimensional; RI, refractive index
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large FOV imaging. The HeLa cells used in the
experiment are immersed in phosphate-buffered saline
buffer with RI of 1.34. Figure 8A displays a full FOV
intensity image of HeLa cells taken under a 10� objective
at vertical illumination, with a FOV of 1.77 mm2, which

exhibits very weak imaging contrast due to the weak
absorption of the cells. The full FOV RI slice of HeLa
cells reconstructed at z = �3.9 μm using aFPDT is illus-
trated in Figure 8B. In order to clearly illustrate the sub-
cellular structure of HeLa cells, three subregions

FIGURE 8 Full FOV high-

resolution 3D RI imaging of

HeLa cells. A, Full FOV

intensity image of HeLa cells

collected under a 10� objective

at vertical illumination. B, The

full FOV RI slice of HeLa cells

at z = �3.90 μm was

reconstructed using aFPDT. C1-

E1, Three amplified intensity

images corresponding to Area

1, Area 2, and Area 3. C2-E4, RI

slices of three subregions at

multiple axial depths in the

results of reconstructed full

FOV RI. C5-E5, 3D RI

rendering results of three

subregions (see also Video S3)

3D, Three-dimensional; FOV,

field of view; RI, refractive

index
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(52 μm � 52 μm) in Figures 8A,B are amplified.
Figures 8C1-E1 is the amplified intensity images
corresponding to Area 1, Area 2 and Area 3, respectively.
The reconstruction results of RI slices corresponding to
the three subregions at multiple axial depths are shown
in Figures 8C2-E4. From the results, we can clearly see
the 3D subcellular structure with high contrast including
nucleus and cytoskeletal fibers. Due to the excellent axial
sectioning capability, 3D tomographic imaging provides
more detailed subcellular features in different axial slices
instead of 2D phase information, and we can well deter-
mine the 3D distribution of organelles throughout the
entire volume as well as quantify the RI of organelles.
Further, the rendering results of 3D RI reconstruction for
three different subregions present the 3D morphology
and internal structure of cells (Figures 8C5-E5). The final
recovered full FOV RI, stacks along the axial direction,
and 3D rendering results are also provided in Video S3
for better visualization.

6 | CONCLUSION AND
DISCUSSION

We introduced aFPDT, a high-resolution and high-
throughput tomographic imaging technique for 3D evalu-
ation of unstained specimens. By effectively merging the
schemes of the optimized sparse annular LED illumina-
tions and multiplexing illumination, only 73 intensity
images under different illumination angles were mea-
sured and synthesized in Fourier domain to recover sam-
ple's 3D RI distribution. Herein, the simulations and
analysis of various schemes for bright-field and dark-field
illumination have demonstrated that the hybrid strategy
of sparse annular and multiplexing illuminations is effec-
tive. With the proposed illumination strategy, we have
reduced the system's data requirement more than 40
times from 3001 to 73, which not only relieves the burden
on both storage and processing but also achieves compu-
tational acceleration of 3D tomographic reconstruction.
In addition, we exhibited the detailed algorithm process
and experimental setup platform to describe how we use
aFPDT to achieve 3D RI tomographic imaging. The tech-
nique has also been experimentally verified on 3D RI mea-
surement of a micro-polystyrene bead. Experimental results
for investigation of unstained algae and HeLa cells are then
presented, suggesting the high efficiency of aFPDT for large
FOV and high-resolution 3D RI tomographic imaging using
a small amount of data. We believe this method has the
potential to advance its widespread applications in biomedi-
cine, providing noninvasive 3D tomographic imaging of
unlabeled weak scattering specimens.

Moreover, aFPDT is expected to be further optimized.
From the perspective of improving the experimental setup,
by properly redesigning the LED illuminator [54, 55] to
guarantee a uniform overlap for the high- and low-fre-
quency region of the 3D object spectrum, the reconstruction
is expected to be successful with much fewer intensity mea-
surements. Furthermore, polychromatic capture raw data
set has not been attempted, which can potentially provide
more additional information about volumetric samples for
the same amount of data [56]. In addition, rapid update
algorithms of the spectrum will be our following work to
explore the fast convergence of the iterative process. Finally,
our reconstruction approach based on aFPDT is constrained
by unknown experimental variables, including position mis-
alignment and coherence of LED illumination. These vari-
ables are difficult to be fully parameterized via an analytical
model but may be overcome using emerging learning-based
direct inversion techniques [57–61]. By merging these
approaches, it is possible to realize high-fidelity 3D RI
tomographic imaging and increase the construction speed
from 21 seconds per 3D frame to less than 10 seconds per
3D frame for a subregion, enabling the extended application
of aFPDT in the field of high-quality dynamic monitoring
of cell morphology and dynamics in the future.
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APPENDIX

A. Forward Model of FPDT
The principle of FPDT is to solve the wave equation
through intensity-only constraint iteration, and the 3D RI
distribution of the sample can be retrieved from multiple
intensity images obtained under various illumination
angles. The RI information of thick biological sample is
encoded in the optical scattering potential [26] defined by
the function:

V xð Þ¼ k20 n2 xð Þ�n2
m

� �
, ðA1Þ

where x¼ xT, zð Þ¼ x, y, zð Þ. k0 ¼ 2π=λ0 is the wave
number with λ0 being the illumination wavelength in
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free space, while n xð Þ and nm are the RI of specimen and
its surrounding medium, correspondingly.

While a thin sample is illuminated by a plane wave, the
total transmitted field is the product of the incident field
and the sample's 2D complex amplitude. Different from 2D
imaging of thin samples, for the case of thick samples under
a plane wave illumination U in xð Þ, the resulting total field
U xð Þ is the superposition of the incident field U in xð Þ and
the scattered field Us xð Þ (ie, U xð Þ¼U in xð ÞþUs xð Þ). To
obtain the analytical solution to the inverse scattering
problem, the FPDT is derived based on the Rytov
approximation [22], which considers the single scatter-
ing events excluding multiple scattering. It is worth
mentioning that the Rytov approximation is used here
to derive the linear relationship between the measured
intensity and the scattering potential rather than the
Born approximation since the Rytov approximation is
more suitable for imaging biological cells or tissues.
The first-order scattered field Us1 xð Þ under Rytov
approximation is defined as

Us1 xð Þ ≈U in xð Þln U xð Þ
U in xð Þ

� 	
,

¼U in xð Þln Us xð ÞþU in xð Þ
U in xð Þ

� 	 : ðA2Þ

Further, by employing Green's function [62], the linear-
ized relation between the scattering potential of the sam-
ple and the first-order scattered field in Fourier space can
be expressed as:

V̂ k�kið Þ¼ �4πjkzÛs1 kTð ÞP kTð Þ
δ kz�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m� kTj j2

q� �
, ðA3Þ

where k¼ kT,kzð Þ¼ kx,ky,kz

 �

represents the 3D coordi-
nate of the spectral space and ki ¼ kiT,kizð Þ¼ kix,kiy,kiz


 �
is the 3D incident plane wave vector. While j is the imagi-
nary unit and km is the wave number in the medium.
V̂ kð Þ and Ûs1 kTð Þ correspond to the 3D and 2D Fourier
transforms of V xð Þ and Us1 xTð Þ, respectively. P kTð Þ ide-

ally is circ-function and P kTð Þδ kz�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m� kTj j2

q� �
is

defined as 3D coherent transfer function [63], whose
spectrum support domain is a restricted Ewald sphere
limited by the objective aperture. Equation A3 describes
the Fourier diffraction theory, in which a 2D Fourier
spectrum of first-order scattered field is mapped onto the
surface of an Ewald sphere according to the incident
wave vector ki for a certain illumination angle.

Considering that intensity-only images are utilized
to realize RI tomographic imaging, we should establish
the relationships between measured intensity images
and the scattering potential of samples. The measured
intensity images under bright-field and dark-field can
be written as:

I xTð Þ ¼ U xTð Þj j2,

¼ U in xTð ÞþUs xTð Þj j2BF,
Us xTð Þj j2DF:

(
ðA4Þ

In addition, we defined three new variables Un xTð Þ,
Usn xTð Þ and Us1n xTð Þ, to simplify the FPDT algorithm:

Un xTð Þ¼U xTð Þ=U in xTð Þ,
Usn xTð Þ¼Us xTð Þ=U in xTð Þ,
Us1n xTð Þ¼Us1 xTð Þ=U in xTð Þ,

8><
>: ðA5Þ

which represent the normalization of Un xTð Þ, Usn xTð Þ and
Us1n xTð Þ to the incident light U in xTð Þ, respectively. With
these new variables, Equation A2 can be rewritten as

Us1n xTð Þ≈ ln Un xTð Þ½ � ¼ ln Usn xTð Þþ1½ �: ðA6Þ

Therefore, the connection between the measured field
Un xTð Þ and the first-order scattered field Us1n xTð Þ for the
Rytov approximation can be expressed as the following
inverse relation

Un xTð Þ¼ exp Us1n xTð Þ½ �BF,
exp Us1n xTð Þ½ ��1DF:

�
ðA7Þ

Without loss of generality, the incident illumination can
be treated as an angled plane wave with a unit amplitude
U in xTð Þ¼ exp jkiTxTð Þ, so the normalization process will
not modify the intensities of the detected fields, and
Equation A4 can be simplified as follows:

I xTð Þ¼ U xTð Þj j2 ¼ Un xTð Þj j2: ðA8Þ

In the course of the experiment, we will divide the inten-
sity images containing samples' information by the back-
ground intensity to obtain normalized values so that the
measured data conform to Equation A8. Substituting
Equations A7 and A8 into Equation A3, the determined
relationship between measured intensity and the scatter-
ing potential is established, and the forward imaging
model of FPDT can be obtained as well.
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B. Two Approximations to the Scattered Field
To get the analytical formula (Equation A3), under certain
conditions, two approximations can be applied to find a
solution. Equation A3 suggests that in the 3D spectrum
space, the scattering potential frequency spectrum of the
sample is the splicing of first-order scattered fields of differ-
ent illumination angles. As is clear here, the solution
requires the first-order scattered field Us1 xð Þ either to be a
measurable quantity or can be obtained by other means.
Two approximations are often used to determine Us1 xð Þ.

When the RI values of the sample are close to its sur-
rounding medium, the light scattering should be very
weak. In this case, it can be assumed that the scattered
field is negligible compared to the incident field U in xð Þ�
Us xð Þ so that Us1 xð Þ≈Us xð Þ. It should be noted that
the scattering of object is assumed to be weak under first-
order Born approximation. In other words, the absorp-
tion introduced by the sample is weak and the overall
phase delay should be much smaller than π. In fact, the
Born approximation only allows imaging of optical thin
samples is a serious drawback. When the sample is large
or its RI is much higher than that of the medium, the
Rytov approximation, a second approach to determine
Us1 xð Þ, is preferred.

The Rytov approximation assumes that the total field
has a complex phase function, that is, U xð Þ¼ exp ϕ xð Þ½ �
and U in xð Þ¼ exp ϕin xð Þ½ �. The complex phase of the total

field is the sum of the complex phase of the incident field
and the scattered field:

ϕ xð Þ¼ϕin xð Þþϕs xð Þ: ðA9Þ

Substituting Equation A9 into Us xð Þ¼U xð Þ�U in xð Þ, the
scattered field can be expressed as

Us xð Þ¼U in xð Þ exp ϕs xð Þ½ ��1f g: ðA10Þ

Thus, the complex phase of the scattered field can be
expressed as the following inverse relation:

ϕs xð Þ¼ ln
Us xð Þ
U in xð Þþ1

� 	
: ðA11Þ

The first-order scattered field Us1 xð Þ we need to deter-
mine is equal to the product of the incident field U in xð Þ
and the complex phase of the scattered field ϕs xð Þ when
the phase gradient introduced by the object is small, so
we get the first-order scattered field expression as shown
in Equation A2. The validity of Rytov approximation is
not dependent on the overall phase delay introduced by
the sample but on the gradient of the RI within the sam-
ple, and it has been shown to lead to a reconstruction
that is superior to that of the Born approximation for
imaging thick biological samples.
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