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a b s t r a c t

The well-known transport of intensity equation (TIE) allows the phase of a coherent field to be retrieved
non-interferometrically given positive defined intensity measurements and appropriate boundary
conditions. However, in many cases like the optical microscopy, the imaging systems often involve
extended and polychromatic sources for which the effect of the partial coherence is not negligible. In this
work, we present a phase-space formulation for the TIE for analyzing phase retrieval under partially
coherent illumination. The conventional TIE is reformulated in the joint space-spatial frequency domain
using Wigner distribution functions. The phase-space formulation clarifies the physical meaning of the
phase of partially coherent fields, and enables explicit account of partial coherence effects on phase
retrieval. The correspondence between the Wigner distribution function and the light field in geometric
optics limit further enables TIE to become a simple yet effective approach to realize high-resolution light
field imaging for slowly varying phase specimens, in a purely computational way.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Phase retrieval is a central problem in many areas of physics
and optics because phase carries important information about the
object structure and optical properties. For coherent imaging
applications, the complete scalar field (amplitude and phase)
allows us to achieve beam propagation/manipulation, compute
new views at arbitrary perspective, and generate images focused
at different depths. However, measuring the phase of an optical
field is a challenging issue. Even the fastest detectors available
nowadays have integration times that are several orders of
magnitude larger than the temporal period of light oscillations.
It follows that only the intensity of the field is directly accessible,
while any phase information is lost. Although classic interfero-
metric approaches, such as holography and interferometry, allow
the phase information to be turned into interference patterns,
there also exist non-interferometric phase retrieval techniques
that are easier from an implementation point of view. In this
paper, we focus on the non-interferometric non-iterative phase
retrieval technique based on the transport of intensity
equation (TIE) [1]. Without the need of a separate reference beam,
the TIE requires only a minimum of two intensity measurements

at closely spaced planes for quantitative phase reconstruction. It
relaxes the stringent beam-coherence requirements of interfero-
metry and thus extends applications to X-ray diffraction [2],
electron-beam microscopy [3], neutron radiography [4], where it
is often inevitable or desirable that fields are partially coherent. In
addition, in optical phase microscopy, it has been demonstrated
that accurate and high-quality quantitative phase imaging can be
achieved based on the TIE with partially coherent illuminations,
preventing image degradation due to speckle noise [5–10].

The TIE was originally derived by Teague [2] from Helmholtz
equation under paraxial approximation. However, Teague's TIE as
well as his derivation assumes a monochromatic, coherent beam,
which might encounter trouble when dealing with fields exhibit-
ing non-negligible partial coherence. There is no well-defined
phase for partially coherent fields, making it necessary to derive
more appropriate models of intensity transport for partially
coherent, stochastic fields. To this end, some variants of the TIE
have been reported to account for the partial coherence explicitly.
Streibl [5] extended the Teague's TIE to the general case of partially
coherent illumination with the mutual intensity function. He first
pointed out the validity of TIE for a spatially partially coherent
imaging system, provided that the primary source distribution is
symmetric about the optical axis. Paganin and Nugent [11] created
a meaningful definition of phase for partially coherent fields using
the concept of the time-averaged Poynting vector. Gureyev et al.
[12] described an alternative interpretation with the generalized
eikonal, based on the spectrum decomposition of a polychromatic
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field. Zysk et al. [13] further explicitly considered the spatially
partial coherence with use of coherent mode decomposition,
showing that the phase recovered by the TIE is a weighted average
of the phases of all modes. Petruccelli et al. [14] developed a
partially coherent TIE based on cross-spectral density, allowing
removal of coherence-induced phase inaccuracies. In general,
these works clarify the meaning of phase and the validity of TIE
under partially coherent illuminations from different perspectives.
However, most of these treatments presented here employ con-
ventional space–time correlation quantities, like the mutual
intensity and the cross-spectral density function, to describe the
properties of the partially coherent light. Though these quantities
are adequate for the analysis of the propagation and diffra-
ction with light of any state of coherence, their inherent bilinear,
stochastic, and wave-optical nature often leads to complicated
mathematics and difficulties in comprehension. Notable exception
is the Poynting-vector-based interpretation by Paganin and
Nugent [11], which establishes the phase of any wave fields
(so-called scalar phase), regardless of state of coherence, in terms
of the ensemble-averaged probability-current or energy flux
density vector. The scalar phase is identical to the conventional
phase when the light is coherent, and is still well-defined for
partially coherent fields by simply incorporating the ensemble/
time average to the Poynting vector. However, the Poynting-
vector-based definition is considered more as a conceptual nota-
tion rather than a systematic tool for the quantitative analysis of
issues (i.e., coherence, aperture effect) related to the TIE phase
retrieval.

As an alterative to the space–time correlation functions, a general
coherent or partially coherent optical field can be described in terms of
light field within geometrical optics [15,16]. The light field has its root
in radiometry, representing radiance as a function of position and
direction, thereby decomposing optical energy flow along rays. Due to
its simplicity and intuitiveness, the ray-based parametrization provides
a particularly convenient tool for the design, modelling, and analyzing
of optical imaging systems, which is based on purely geometrical rules
of ray tracing. In computational photography, recording the light field
allows refocusing of the image, or reconstruction of images from
different viewing angles after the picture is taken [17]. In the
geometrical optics picture, a single ray determines neither a field's
amplitude nor phase. The surface of the constant phase is interpreted
as wavefronts with geometrical light rays travel normal to them. Their
directions coincide with the direction of the ensemble/time-averaged
Poynting vector, governed by the eikonal equationwithin the accuracy
of geometrical optics. This is precisely described by the notion of the
scalar phase introduced by Paganin and Nugent [11]. However, from a
physical point of view, the ray-based light field representation is not a
rigorous model and inadequate to describe interference, diffraction,
and coherence effects. It is therefore desirable to have a simple
mathematical model for the TIE under partially coherent illumination,
and providing better understanding of phase retrieval issues by
establishing connections between the ray model and more physically
correct wave model. Such understanding may lead to further insights
to the meaning of the term “phase” of partially coherent fields in such
joint context, and facilitate productive exchange of ideas between the
fields of TIE phase retrieval and light field imaging.

As an effort to bridge wave optics to rays, phase-space dis-
tributions such as the Wigner distribution function (WDF) have
been introduced to the study of partially coherent fields [18]. The
WDF describes an optical signal in space and spatial frequency
(i.e., direction) simultaneously, and can thus be considered a
counter-part of the radiance (light field) in wave optics. It
represents the field propagation by a simple geometrical relation,
i.e., the WDF is constant under propagation along rays. By allowing
the possible negativity, the WDF constitutes a rigorous wave-
optical foundation for the theory of radiometry [19]. In this

work, the TIE phase retrieval is explored systematically under
the phase-space framework. We wish to emphasize that the
advantages of applying the phase-space representation, i.e., the
WDF to reformulate the TIE, are considerable. First, not just limited
to coherent optics, the WDF can also serve as a simple, complete,
and rigorous description of partially coherent imaging. Such a
description will allow us to create a new generalized version of the
TIE, yielding an elegant description and intuitive understanding of
phase retrieval issues under partially coherent illumination. Sec-
ond, the phase-space representation enables an explicit and
quantitative account of partial coherence and the limited aperture
effect from a ‘systems’ view, which clarifies the spatial coherence
requirement for the TIE phase retrieval with incoherent source.
Thirdly, the natural connection between the WDF and the radiance
(light field) not only provides a more physically intuitive picture
behind each mathematical formula, but facilitates mutual adaption
and extension between the two otherwise unconnected imaging
procedures: the TIE and the light field imaging. We emphasize
here that we are not the first to apply phase-space quantities to
the TIE. A related procedure was previously employed in [20,21] to
clarify the uniqueness of the solution, or obtain a simple deriva-
tion for the TIE. However, here we first present a systematic phase-
space framework of the TIE to clarify its validity in the context of
partially coherent imaging, quantify the impacts of the illumina-
tion coherence and imaging aperture, and establish its connection
with the light field imaging.

The reminder of this paper is outlined as follows. In Section 2, a
generalized version of the TIE in phase space is formulated, which
explicitly considers the partial coherence state and reduces to
Teague's TIE in the limiting case of perfect coherence. In Section 3,
we discuss the phase retrieval problem under partially coherent
illuminations, and clarify the meaning of phase for a partially
coherent field as well as the effect of partial coherence on phase
retrieval. In Section 4, the tight connections between the TIE and
light field imaging are demonstrated. We show that the phase can
be easily recovered from the light field by employing the general-
ized definition of phase, and conversely, the light field can be
retrieved from the TIE for slowly varying objects under certain
simplified illuminations. Since no system can achieve perfect
imaging in practice, the effect of finite imaging aperture is
analyzed and discussed in Section 5. The validating numerical
simulations and experiments are presented in Sections 6 and 7,
respectively. Finally, this paper is concluded in Section 8.

2. Generalized transport of intensity in phase space
for partially coherent fields

The description of partially coherent light by means of space–
time correlation functions forms the basis for the definition of the
WDF. Let UðxÞ be a paraxial, temporally stationary, and ergodic
scalar field with arbitrary spatial and temporal coherence, where x
is the two-dimensional (2D) spatial vector. The second-order
coherence properties of the field may be expressed in terms of
the mutual coherence function:

~Γ x1; x2; τð Þ ¼ U x1; tð ÞUn x2; tþτð Þ� �
; ð1Þ

where the sharp bracket denotes the ensemble average, which is
equivalent to a time-average, taken over the interval of a single
realization of the field. The temporal power spectrum of the
mutual coherence function

Γ x1; x2;ωð Þ ¼
Z

~Γ x1;x2; τð Þexp i2πωτð Þ dτ; ð2Þ

called cross-spectral density (CSD), plays a central role in the
classic coherence theory since it describes the ensemble-averaged
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correlations of a given monochromatic component (characterized
by the optical frequency ω¼ c=λ, where c is the speed of light and
λ is the wavelength) of the whole field. Note that all integrals in
this paper are performed over the entire range of the integration
variable. Next, we prefer to convert the CSD to the WDF in 4D
phase space ðx;uÞ, through a Fourier transform in the differential
space variable x0:

Wωðx;uÞ ¼
Z
Γ xþx0

2
; x�x0

2
;ω

� �
expð� i2πux0Þ dx0; ð3Þ

where u is the spatial frequency vector corresponding to x. The
advantages of the phase-space formulation in terms of the WDF
are three-fold. First, due to the statistical nature of the WDF, we
can incorporate the partial coherence of the field in more compact
formula. Second, mathematically the WDF is much easier to
handle than the CSD due to its affine canonical covariance in
phase space. Finally, the WDF closely resembles the ray concept in
geometric optics, providing an intuitive and insightful interpreta-
tion of the physical picture behind each result. The power spectral
density of the wave field is given by the space marginal of the
WDF:

Sðx;ωÞ ¼Γðx; x;ωÞ ¼
Z

Wωðx;uÞ du: ð4Þ

The paraxial propagation of the WDF obeys the Liouville
transport equation [18] in phase space:

∂Wωðx;uÞ
∂z

þλu � ∇xWωðx;uÞ ¼ 0; ð5Þ

whose solution takes the form

Wωðx;u; zÞ ¼Wωðx�λzu;u;0Þ; ð6Þ
where z is the propagation distance. Integrating Eq. (5) over all
spatial frequencies and combining the definition of the power
spectral density given by Eq. (4), we can find that

∂Sðx;ωÞ
∂z

¼ �∇x �
Z
λuWωðx;uÞ du; ð7Þ

where ∇x is the 2D gradient operator over x. Eq. (7) can be
regarded as the transport of spectrum equation for polychromatic
fields. It relates the longitudinal evolution rate of the optical
power spectral density to the transverse divergence of the first
frequency moment of the WDF. The time-averaged intensity of a
partially coherent beam coincides with the integral of the power
spectral density over all optical frequencies [12,13]. Hence, we
integrate Eq. (7) over ω to obtain a new version of the TIE:

∂IðxÞ
∂z

¼ �∇x � ∬ λuWωðx;uÞ du dω: ð8Þ

Note that the only assumption employed in deriving Eq. (8) is the
paraxial field to be temporal stationary and ergodic; thus, it is
general enough to cover various optical fields with arbitrary
spatial and temporal coherence. We will call Eq. (8) the general-
ized transport of intensity equation (GTIE) to differentiate it from
the conventional TIE derived by Teague. Now let us consider a few
important special cases of the GTIE: first, when the field is quasi-
monochromatic, i.e., the field consists of almost a single optical
frequency, the spectral density Sðx;ωÞ is simply the intensity. In
this case, the field can be regarded as almost completely tempo-
rally coherent. Thus, the transport of spectrum equation reduces to
the GTIE for spatially partially coherent fields:

∂IðxÞ
∂z

¼ �λ∇x �
Z

uWðx;uÞ du: ð9Þ

Note that although the temporal coherence of the illumination can be
simply incorporated by the integral over all optical frequencies as in
Eq. (8), it should be stressed that for dispersive samples, the inherent
wavelength-dependent refractive index often complicates the accurate

phase determination. For the remainder of this paper, wewill drop the
spectral dependence ω (assuming quasi-monochromaticity) for sim-
plicity, but it should be noted that for polychromatic fields, the WDF
characterizes only a single spectral component of the whole field.
However, quasi-monochromatic fields still are not necessarily deter-
ministic due to the statistical fluctuations over the spatial dimension.
This randomness can be removed by further limiting the field to be
completely spatially coherent as well. Then the field becomes deter-
ministic and can be fully described by the 2D complex amplitude
UðxÞ ¼

ffiffiffiffiffiffiffiffi
IðxÞ

p
exp½iϕðxÞ�, where ϕðxÞ is the phase of the completely

(both temporally and spatially) coherent field. From the time(space)–
frequency analysis perspective, the completely coherent field can be
regarded as a mono-component signal, and the first conditional
frequency moment of the WDF (instantaneous frequency) is related
to the transverse phase gradient of the complex field [22,23]:R
uWðx;uÞ duR
Wðx;uÞ du ¼ 1

2π
∇xϕðxÞ: ð10Þ

Substituting Eq. (10) into Eq. (9) leads to Teague's TIE:

∂IðxÞ
∂z

¼ �1
k
∇x � IðxÞ∇xϕðxÞ

� �
: ð11Þ

This equation is a second-order elliptic partial differential equation,
which provides a simple and deterministic method for phase retrieval
from intensity measurements. Provided the intensity distribution is
strictly positive, the phase can be uniquely determined (up to an
arbitrary additive constant) by solving the equation with appropriate
boundary conditions [20,24]. As is shown, the validity of Teague's TIE is
restricted to fully coherent fields, while the GTIE, which is a general-
ized version of the TIE in phase space, explicitly considers the
coherence states so that it can be applied to a much wider range of
optical- and electron-beams. Note that a similar version of Eq. (9) was
originally introduced by Gureyev et al. [20] based on Walther's
generalized radiance function (see Eq. (7) of Ref. [20]), which turned
out to be mathematically equivalent to the WDF. And later Semi-
chaevsky and Testorf [21] extended it to coherent phase retrieval in
terms of the ambiguity function. While the phase-space quantities
were employed in these previous work, here we first present a
systematic phase-space framework of the TIE to clarify its validity in
the context of partially coherent imaging, quantify the impacts of the
illumination coherence and imaging aperture, and establish its con-
nection with the light field imaging, as will be detailed below.

3. Phase retrieval under partially coherent illumination

One difficulty in extending the GTIE to phase retrieval arises from
the fact that the partially coherent field does not have a well-defined
phase since the field experiences statistical fluctuations over time.
However, the phase-space representation on the LHS of Eq. (10) is still
valid, leading to a new meaningful and more general definition of
“phase”. Here we refer the new “phase” ~ϕðxÞ defined by Eq. (10) as the
generalized phase of partially coherent fields to distinguish it from its
coherent counterpart. It can be seen from Eq. (10) that the generalized
phase is a scalar potential whose gradient yields the conditional
frequency moment of the WDF. It is clear from a distribution point of
view that the quantity is the average spatial frequency at a particular
location. In the optical context, the simultaneous space–frequency
description of the WDF is analogous to what is known as the radiance,
which describes the amount of energy each ray carries [19]. Thus,
Wðx;uÞ can be intuitively interpreted as the energy density of the ray
travelling through the point x and having a frequency (direction) u. Eq.
(6) exactly represents the geometric-optical behavior of a ray travelling
through free space [25], and Eq. (4) implies that the intensity at a point
is simply the sum of the energy spreading over all possible directions.
More importantly, the frequency moment of the WDF,

R
uWðx;uÞ du,
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represents the transversal ensemble/time-averaged flux vector (trans-
versal time-averaged Poynting vector) [23,26]. The ratio of the time-
averaged flux vector to the intensity (so-called normalized average
flux/Poynting vector) gives the time-averaged directions of the energy
flow. Thus Eq. (10) suggests that the time-averaged flux lines are
defined as the orthogonal trajectories to the generalized phase (or
wavefront), they coincide with the direction of the average Poynting
vector. This is in precise accordance with the notion of the scalar phase
introduced by Paganin and Nugent [11]. However, it should be noted
that the WDF is not a rigorous energy density function (radiance
function) due to its possibility for negativeness. The negative values of
the WDF originate from the phase space interference [27], and can
trace back to the uncertainty principle in optics [28], allowing the
description of coherent effects, such as interference and diffraction.
However, no problems are encountered when the WDF is used to
represent other quantities that can bemeasured. For example, theWDF
marginal projections used in Eq. (10), which give measurable quantities
(intensity, time-averaged Poynting vector), are always non-negative.
Furthermore, in the case of low spatial coherence where coherent
interference effects statistically wash out, or a coherent field with a
slowly varying wavefront (which will be discussed in Section 4), one
can safely interpret the WDF as an energy density without worrying
about the negativity.

We are now ready to explore the possible application of the
generalized TIE for phase retrieval for partially coherent fields. It
should be emphasized that the major concern in such scenario is
the well-defined phase shift introduced by the specimen, rather
than the generalized phase of the partially coherent field itself.
This leads to the natural choice of treating the contributions of the
incident illumination and specimen separately by considering the
transmitted field as a product of the illumination function UinðxÞ
and the sample transmission function TðxÞ ¼ τðxÞ exp½iϕðxÞ�, where
τðxÞ and ϕðxÞ are the amplitude and the phase of the specimen,
respectively. The CSD of the resultant field just leaving the object
can be written as Γout x1; x2ð Þ ¼ T x1ð ÞTn x2ð ÞΓin x1; x2ð Þ. Substituting
it into the definition of the WDF [Eq. (3)] and using the convolu-
tion theorem of the Fourier transform, we can represent the
overall WDF as a convolution of the object transmittance WDF,
WT ðx;uÞ, and the illumination WDF, Winðx;uÞ, over the spatial
frequency variable:

Woutðx;uÞ ¼WT ðx;uÞ�
u
Winðx;uÞ ¼

Z
WT ðx;u0ÞWinðx;u�u0Þ du0:

ð12Þ
Substituting Eq. (12) into the LHS of Eq. (10) and interchanging the
order of integral, it can then be derived that the generalized phase
of the transmitted field, ~ϕoutðxÞ, should satisfy the following
expression (the proof is given in Appendix A):
R
uWoutðx;uÞ duR
Woutðx;uÞ du

¼
R
uWT ðx;uÞ duR
WT ðx;uÞ du

þ
R
uWinðx;uÞ duR
Winðx;uÞ du

; ð13Þ

or equivalently,

∇x
~ϕoutðxÞ ¼∇x

~ϕinðxÞþϕðxÞ
h i

: ð14Þ

This representation shows the generalized phase accrues upon
propagation through the object, behaving precisely as a conven-
tionally defined phase. The total generalized phase is the sum of
the phase of the object and the generalized phase of the incident
illumination. In general, the determination of the object phase
requires two independent measurements, performed with and
without the presence of the specimen. The sample-free measure-
ment is used to characterize ~ϕinðxÞ of the incident beam and is
subsequently subtracted from the total generalized phase ~ϕoutðxÞ
to get the net phase introduced by the object only. This is similar
to the schemes suggested by Gureyev et al. [29] and Petruccelli

et al. [14], which employ additional experiment to remove the
influence of the non-flat “phase” of the incident illumination.
However, if the illumination is chosen judiciously to directly
nullify ~ϕ inðxÞ,Z

uWinðx;uÞ du¼ 0: ð15Þ

The total generalized phase ~ϕoutðxÞ directly gives ϕðxÞ and one
single measurement is sufficient to recover the object phase even
though the illumination is not fully coherent. The null frequency
moment condition given in Eq. (15) suggests that the time-
averaged flux lines of the illumination should be all parallel to
the optical axis (no transversal flux, or the transversal flux vectors
cancel out in the ensemble average). For purely coherent illumina-
tions, Eq. (15) simply means the local wavefront is flat, which
includes the case of on-axis plane wave, and the waist of a
Gaussian beam. For partially coherent spatially stationary illumi-
nations [18], which will be generally true for the experimental
arrangements in optical microscopy since they typically use Köhler
illumination geometry, the spatially incoherent primary source
(usually in the condenser aperture plane for an optical micro-
scope) featured by the intensity distribution PcðxÞ

		 		2 and the
positional CSD Γ xþx0=2; x�x0=x02


 �¼ PcðxÞ
		 		2δðx0Þ is collimated

by the condenser (or simply propagated to the far field), producing
the illumination WDF Winðx;uÞ just before the object plane:

Winðx;uÞ ¼ PcðuÞ
		 		2: ð16Þ

Eq. (16) is in fact an expression of the Van Cittert–Zernike
theorem. Note that the above expression ignores the constant
coordinate scaling factor associated with the Fourier transform
pair, which is trivial when all computations are carried out in
normalized units. Substituting Eq. (16) into Eq. (15) reveals that
the primary source distribution must be symmetric about the
optical axis, which corresponds to the case discussed by Streibl [5]
and Petruccelli et al. [14].

Before proceeding further, we must emphasize that though the
GTIE is derived in the joint space-spatial frequency domain usingWDF,
here we do not intend directly to apply the GTIE [Eqs. (8)–(10)] for
phase retrieval because the WDF is difficult to measure directly
(though it can be approximately measured by using a microlens array
[30] or indirectly measured through the phase-space tomography
[31,32], for phase retrieval these methods are not recommended due
to the low spatial resolution and experimental complexity). The main
point to be conveyed here is that phase retrieval can be realized by
directly applying the original Teague's TIE [1,24] for partially coherent
fields, by adopting the new generalized TIE and the generalized
definition of “phase” that is valid for partially coherent fields. In other
words, for completely coherent fields, if we take the axial intensity
derivative and then solve Teague's TIE, we obtain the phase of the
field; for partially coherent fields, by following the same procedure,
we obtain the generalized phase of the partially coherent field instead.
Since the conditional frequency moments of the WDF are additive
[Eq. (13)], the gradient of the generalized phase also is additive [Eq.
(14)]. Hence, the generalized phase of the transmitted field can be
decomposed into the generalized phase of the incident illumination
plus the phase shift introduced by the specimen. This decomposition
is unique up to an unimportant constant that may float between the
two components. The GTIE itself knows nothing about the object
phase and the generalized phase of the illumination, it only recovers
the generalized phase of the total beam after passing through the
object. However, our objective is to determine the well-defined phase
shift introduced by the specimen rather than the “phase” of the
illumination or the total transmitted partially coherent field. To resolve
this problem, one needs to either separate the two terms with two
independent measurements explicitly, or directly nullify the “phase” of
the illumination. As discussed above, for the coherent imaging, an
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illumination with flat wavefront is required; and for spatial stationary
illuminations, the primary source distribution must be symmetric
about the optical axis. In fact, for the completely coherent case, such
kind of treatment has been habitually adopted in TIE literature. For
spatial stationary illuminations, it is also quite easy to realize in
practice, e.g. the built-in Köhler illumination in a normal bright-field
microscope (of course, the condenser aperture must be properly
centered on the optical axis, which is usually clearly explained in the
microscope operating manual).

Actually, such treatment is conceptually somewhat similar with
the two beam interferometry, where the phase measured is the
phase difference between the object beam and the reference
beam. Without any pre-knowledge about the reference beam
and the object illumination, one can never get the phase of the
object itself with only single measurement. Therefore, normally
the illumination and the reference beam of an interferometer are
designed to generate perfect plane wave (or spherical wave for
measuring spherical wavefront) so that the phase of the object can
be obtained through a single measurement. Alternatively, if the
system is not perfectly designed or aligned, one can use the
famous double exposure scheme (with sample-free images) [33]
to remove all the aberrations in the imaging system and extract
the phase of the object only. These methods and concepts are quite
similar to the GTIE measurement.

4. Computational light field imaging for slowly varying phase
specimens

In this section, we will establish connections between the TIE
phase retrieval and light field imaging. Essentially, the two
imaging procedures look for complete descriptions of the proper-
ties of a field, but from different perspectives. Light field (radiance)
represents all possible light rays in the field as a 4D function of
position and direction, while for coherent imaging applications,
the 2D complex field encodes the position and direction informa-
tion in its amplitude and phase. The 2D intensity and phase give
total knowledge about the complex field so that the behavior of
the field can be perfectly predicted. Such complete knowledge
permits various forms of coherent optical imaging systems, such as
the Zernike phase contrast and differential interference contrast
imaging to be computationally emulated without resorting to
actual optical hardware [34,35]. Obviously, the 4D phase-space
representation of a coherent field is highly redundant because
the complex field is defined only over the 2D plane. This phase-
space redundancy leads to a highly localized WDF, but usually
accompanied with oscillations (include negative values) due to
the phase-space interference contributions. As we discussed in
Section 3, this interference effect can be accounted by giving up
the requirement that the radiance to be positive for all rays, which
makes little physical sense but converts rays to be a useful tool for

modelling wave effect [19,36,37]. Alternatively, to keep its physical
meaning of radiance (the amount of light carried by each ray), one
must allow the existence of the “usual rays”, whose trajectories
deviate from straight lines near regions with significant interfer-
ence effect (e.g. focal regions) [38]. To avoid such complexities, in
the following we assumes the object is slowly varying with x that
terms of Z3 order in the Taylor expansion can be ignored (which
is also one validity condition the TIE generally required). In this
case, the phase-space oscillations disappear (the diffraction effect
can be neglected) and the WDF occupies only a single slice in
phase space (the proof is given in Appendix B):

Wðx;uÞ ¼ IðxÞδ u� 1
2π

∇ϕðxÞ
� 

: ð17Þ

The WDF given above now is non-negative and perfectly localized
in phase space, taking on all the properties of radiance. It clearly
describes that the geometrical light ray at single position travels
only along single direction described by the phase normal (coin-
cides with the direction of the Poynting vector). It also tells us that
the total amount of light carried by each ray is described by the
intensity of the field. This is an advantageous feature to allow
phase measurement simply by measuring the directions of rays,
e.g. the Shack–Hartmann sensor [39]. Fig. 1 visualizes a smooth
coherent wavefront and its corresponding WDF and light field
representation, with the simple relation θ¼λu connecting the
spatial frequency and the ray angle.

The situation becomes more complex when the field is not
strictly coherent. Generally, the phase-space WDF constitutes a
rigorous and non-redundant description for partially coherent
fields. The knowledge of amplitude and (generalized) phase are
not sufficient to determine the full field unambiguously [20,40].
Yet another approach, known as phase-space tomography, can
recover the full 4D WDF based on extensive intensity measure-
ments at a range of propagation distances (with symmetry-
breaking elements inserted in the beam path) [31,32]. The nega-
tivity and oscillations problem can be significantly reduced or even
disappears if the field exhibits significant spatial incoherence
(as shown in Section 3, the spatial coherence tends to smooth
the coherent WDF along the frequency dimension), and then the
WDF again approaches to the radiance or the light field. From the
geometric optics perspective, for each point on the beam there
exist many geometric rays with different directions; they fan out
to make a 2D distribution, which accounts for the higher dimen-
sionality of the partially coherent field. The light field camera, as a
counterpart of the Shack–Hartmann sensor in the computer
graphics community, allows joint measurement of the spatial
and directional distribution of light [17]. Light field imaging
enables us to apply ray-tracing techniques to compute synthetic
photographs, depth estimation, flexibly change the focus and
perspective view. However, it requires elaborate optical setups

Real Space WDF Light Field

Fig. 1. Visualization of a smooth coherent wavefront and its corresponding WDF and light field. The phase is represented as the localized spatial frequency (instantaneous
frequency) in the WDF representation. Rays travel perpendicular to the wavefront (phase gradient).
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and significantly sacrifices spatial resolution (traded for angular
resolution) as compared to conventional imaging technique.

We now consider the potential connections between the TIE
phase retrievaland light field imaging. As is shown by Eq. (10), the
phase of the field (regardless of its state of coherence), which is a
scalar potential whose gradient yields the conditional frequency
moment of the WDF, can be retrieved from the TIE with a
minimum of two closely spaced intensity measurements. Applying
the approximation Lðx;θÞ �Wðx; λuÞ to Eq. (10), we can describe
the phase in terms of the light field:

R
θLðx;θÞ dθR
Lðx;θÞ dθ ¼ k�1∇ϕðxÞ: ð18Þ

This equation shows that the phase gradient is related to the
normalized transverse average energy flux vector. The well-
defined energy flux density vectors are weighted and averaged
at a single location to form a unique and also well-defined average
flux vector. Put simply, the quantity on the LHS is just the centroid
of the light field – the average direction of light at one given
position. Eq. (18) clearly reveals that a standard TIE measurement
can provide important (though not complete) information of the
light field, at least its angular marginal and first angular moment.
Conversely, it also tells us that the phase gradient can be easily
recovered from the 4D light field by a simple centroid detection
scheme. This is similar with the standard procedure in the
Shack–Hartmann method. The only possible difference is that for
coherent wavefronts, geometrical light ray at single position
travels only along single direction, so the Shack–Hartmann sensor
forms a focus spot array sensor signal. While for partially coherent
fields, geometric rays at a single position travel in various direc-
tions, forming a 2D sub-aperture image array instead.

It would be interesting to consider the question we left at the
end of [41]. Though generally the TIE measurement is inadequate
to fully characterize the partially coherent field (or the light field),
in certain situations (besides the completely coherent case), we
can indeed fully characterize the optical field without the need of
measuring the whole phase-space distribution. A simple yet
practical case has already been presented in an earlier section of
this paper: a slowly varying specimen under spatially stationary
illumination. Substituting Eqs. (16) and (17) [for WT ðx;uÞ] into Eq.
(12) and applying the approximation Lðx;θÞ �Wðx;λuÞ, we obtain

Lðx;θÞ ¼ cIðxÞ Pc θ�k�1∇xϕðxÞ
h i			 			2; ð19Þ

where c is a constant ensuring IðxÞ ¼ R
Lðx;θÞ dθ. As shown in

Fig. 2, Eq. (19) represents exactly the geometric optical behavior of
the specimen: for each incident ray, it leaves the specimen from
the same location, but its direction is shifted as a function of the
phase gradient of the object. The specimen can be regarded as a
spreadless or angle-shift invariant system: it does not change the
angular spread of the incident rays, which is fully determined by
the source intensity distribution. To retrieve the light field, one has
to know the radiances and directions of rays fanning from each
object point. From Eq. (19), we know that with the knowledge of
the source intensity distribution, the object intensity (directly
measurable) and phase (can be retrieved using the TIE with a
minimum of two intensity measurements), the 4D light field can
be fully characterized, with no other effort to look for other
projections of the 4D WDF. Interestingly, Eq. (19) also provides a
meaningful interpretation of the empirical Gaussian angular dis-
tribution assumption made by the recently reported light field
moment imaging technique [42] – it represents the special case
that the primary source distribution of the spatially stationary
illumination is Gaussian.

5. Finite aperture effect of imaging systems

Another important assumption made in TIE is perfect imaging
which is not fulfilled in a practical imaging system, such as a
microscope. In fact, what we measure is the phase of the field in
the image plane, which is not exactly the phase of the object itself,
especially when the pupil of the imaging system is insufficient to
transmit all spatial frequencies of interest in the object. In this
case, understanding and quantifying the effect of the imaging
system appears particularly important. Consider a practical ima-
ging system with a finite aperture, the CSD in the image plane can
be written as

Γimage x1; x2ð Þ ¼Γout x1; x2ð Þ �
x1 ;x2

h x1; x2ð Þ; ð20Þ

with the mutual point spread function (PSF) h x1; x2ð Þ defined as

h x1; x2ð Þ ¼ h x1ð Þhn x2ð Þ; ð21Þ

where hðxÞ is the coherent PSF of the imaging system. With the
convolution theorem, the corresponding WDF of the wave field in
the image plane can be written as

Wimageðx;uÞ ¼
Z
Γimage xþx0

2
; x�x0

2

� �
expð� i2πux0Þ dx0

¼Woutðx;uÞ�
x
Wpsf ðx;uÞ

¼WT ðx;uÞ�
u
Winðx;uÞ�

x
Wpsf ðx;uÞ: ð22Þ

It is seen that the effect of the imaging system is equivalent to
convolving the WDF of imaging PSF over the spatial variable x.
More importantly, Wpsf ðx;uÞ is zero when u falls outside of the
pupil (in most cases the pupil function is equal to a circ-function,
i.e., PðuÞ ¼ 1, jujruNA and PðuÞ ¼ 0, juj4uNA), which means all
WDF components outside the pupil will be dumped by the
imaging system. Since the TIE retrieves the conditional frequency
moment of the WDF as the phase gradient

1
2π

∇xϕimageðxÞ ¼
R
uWimageðx;uÞ duR
Wimageðx;uÞ du

; ð23Þ

the reconstructed phase in the image plane does not coincident
with the true phase of the object in general (expect for the case of
perfect imaging, i.e., PðuÞ ¼ 1, and the Wpsf ðx;uÞ reduces to δðxÞ).
Due to the bilinear nature of image formation in partially coherent
imaging systems, such kind of phase discrepancy is difficult to
analyze or compensated directly. However, once again if we con-
sider a slowly varying specimen under spatially stationary

Light Field

Incoherent 
Source

Condenser Sample

Fig. 2. Light field representation of a slowly varying object under spatially
stationary illumination. The sample exhibits angle-shift invariance: at each loca-
tion, the direction of each incident ray shifts by the amount of object phase
gradient.
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illumination, Eq. (22) can be further simplified as

Wimageðx;uÞ � cIðxÞ Pc u� 1
2π

∇xϕðxÞ
� 				

				
2

jPðuÞj 2: ð24Þ

Thus, the reconstructed gradient of the generalized phase in the
image plane is the frequency centroid of the overlapping area of
the shifted primary source and the pupil function. Without
considering the effect of the imaging system, the phase gradient
is just the centroid of the shifted primary source. As long as the
source distribution is symmetric with respect to the optical axis,
the phase can be accurately retrieved, regardless of the source size
(spatial coherence of the illumination). However, in a practical
imaging system, it is necessary to give a higher importance to the
illumination coherence, because the size of the light source has a
significant influence on the imaging. Though decreasing the source
size does helps improve the phase retrieval accuracy (better linear
transfer for lower phase gradient), it will compromise the resolu-
tion limit. Furthermore, a certain degree of illumination coherence
is necessary. For incoherent imaging (the source size is larger than
the pupil) the real frequency centroid corresponding to the object
phase gradient can never be correctly identified by the TIE due to
the apodization effects of the pupil function. For partially coherent
imaging (the source size smaller than the pupil), the imaging
system induced phase distortion still exists, but can be further
compensated. However, this point is beyond the scope of our
current work and subject to further exploration.

Applying the ray approximation Lðx;θÞ �Wðx; λuÞ, the physical
picture behind Eq. (24) becomes quite clear. The angular distribu-
tion of the light field just leaving the object is determined by the
source intensity distribution shifted by the amount of the phase
gradient of the object. The imaging system only allows rays with
the angles within the pupil ðjθjrλuNAÞ to pass and blocks the rest
with larger angles. The intensity finally captured in the image
plane is the sum of all rays passing through the imaging system,
determined by the overlapping area of the shifted primary source
and the pupil function:

Iimage xð Þ ¼ cIðxÞ
Z

Pc u� 1
2π

∇xϕ xð Þ
� 				

				
2

jPðuÞj 2 du: ð25Þ

This equation is quite useful to recreate 2D images of the object from
arbitrary perspectives: with the retrieved phase gradient ∇xϕðxÞ, one
can simply synthesize different views through Eq. (25) by shifting the
position of the primary source Pc artificially. Compared with the
method presented in [42] (so-called pinhole renderings as in tradi-
tional light field imaging), which constructs the 4D light field first and
then extracts its 2D slices as perspective-shifted 2D images, Eq. (25)
employs no empirical assumptions and gives a more physically
meaningful way for high-resolution view synthesis with the effect of
the imaging system taken into account.

6. Numerical simulations

To illustrate the proposed theory, we have performed a series of
numerical simulations. As shown in Fig. 3(a), the simulated object
is a pure phase sinusoidal grating with three different periods,
3 μm, 1:5 μm, and 0:75 μm. To visualize the phase-space quantities
more conveniently, the sinusoidal grating is represented by a 1D
signal, as shown in Fig. 3(b). The object is illuminated by Köhler
illumination with a disk-shaped condenser aperture ðNAcond ¼ 0:3Þ,
and the illumination intensity uniformly distributed over the
aperture plane. The wavelength of the quasi-monochromatic
illumination is λ¼ 550 nm. The object is then imaged with an
objective with NAobj ¼ 0:7, thus the coherent diffraction limit of
the system is 0.7863 μm and 1:27 μm�1. All computations are
performed in normalized units of λ=NAobj for the space coordinate

and NAobj=λ for the spatial frequency coordinate. As shown in
Fig. 3(c) and (d), in normalized coordinates, the radii of the Pc and
P are S and 1, respectively, where S is the so-called the coherence
parameter, which is the ratio of condenser to objective numerical
apertures (S¼0.42857). The inverse Fourier transform of the
objective pupil gives the coherent PSF of the imaging system,
which is shown in Fig. 3(e).

Fig. 4(a) shows the WDF of the specimen WT ðx;uÞ computed
from the object transmittance. According to Eq. (10), the phase
derivative obtained through the TIE is equal to the first conditional
frequency moment of the WDF. To verify the accuracy of phase
retrieved by TIE, we compared its derivative with the ideal phase
derivative calculated from the original phase function, shown in
the normalized range from [�1, 1] [Fig. 4(b)]. The perfect match
between the two curves indicates that the phase can reliably be
recovered by the TIE for the completely coherent case. We next
examine the case when the specimen is illuminated by the
partially coherent Köhler illumination, but assuming perfect ima-
ging conditions. According to Eq. (12), the WDF at the object plane
Woutðx;uÞ can be calculated by convoluting the WDF of the object
transmittance WT ðx;uÞ with the illumination WDF PcðuÞ

		 		2, as
illustrated in Fig. 4(c). Compared with Fig. 4(a), the blurring of
WDF along the frequency dimension is clearly seen in Fig. 4(d).
However, due to the symmetry of the condenser aperture PcðuÞ

		 		2,
this blurring does not change the frequency centroid of the object
WDF, thus the phase derivative can still be accurately retrieved, as
verified by Fig. 4(e).

We next examine the case when the illustration is asymmetric
about the optical axis [Eq. (15) is thus not satisfied]. As shown in
Media 1, we intentionally shift the condenser aperture along
coordinate to induce the asymmetry of the light source (off-axis
illumination). The retrieved phase derivative deviates from the
ideal value by a constant as expected. In this case, the frequency
centroid of incident illumination WDF PcðuÞ

		 		2 [the second term on
the RHS of Eq. (13)] needs to be characterized in the absence of the
specimen. It can then be subtracted to remove the influence of
illumination and recover the phase derivative induced by the
specimen only.

Finally, the effect of the imaging system is considered. The WDF
of the imaging PSF, Wpsf ðx;uÞ, is shown in Fig. 4(f), and according
to Eq. (22) the image plane WDF Wimageðx;uÞ can be calculated by
convoluting Woutðx;uÞ with Wpsf ðx;uÞ along the x-direction, as
shown in Fig. 4(g). The imaging system removes all the WDF
component falling outside of the pupil (jujr1), which in turn
causes blurring in the retrieved phase derivative, as shown in
Fig. 4(h). The imaging PSF greatly reduces the phase contrast of the
0:75 μm grating, but the phase structure for lower spatial fre-
quencies is less affected. It is instructive to further examine the
effect of the illumination coherence (i.e., the effect of gradually
changing the condenser aperture) when the imaging PSF is
considered. The associated Media 2 shows above quantities calc-
ulated at S¼ 0:01–2. These coherence parameters range from
almost completely coherent to incoherent illumination and
demonstrate remarkably the effect of the coherence on the
resolution of the reconstructed phase gradient. When the illumi-
nation is almost coherent So0:1, the 0:75 μm grating is smoothed
out since it is beyond the coherent diffraction limit. As the
coherence parameter increases, the 0:75 μm grating can be slightly
resolved due to the increase in the diffraction limit, while the
accuracy of the 1:5 μm grating is compromised. With the further
increase in S, the strength of all the gratings, including the 3 μm,
one begin to reduce. In particular, the resolvability of all gratings is
greatly attenuated when the value of S reaches 0.8, and finally
smoothes out as S approaches 1. These results confirm that though
the TIE itself does not impose any requirement on the illumination
coherence, for a practical imaging system, a certain level of spatial
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coherence of the illumination is indispensable, and narrowing
down the condenser aperture a bit ðS¼ 0:3–0:4Þ does help us to
improve the phase retrieval performance.

7. Experimental results

7.1. Phase retrieval under partially coherent illumination

The correctness and validity of the proposed theory has been
verified through a series of experiments. Recent applications of the
TIE under partially coherent illuminations have already confirmed
that the quantitative phase can be accurately retrieved without
stringent beam-coherence requirements [6,11,10,35]. Thus, we
only show one special phase retrieval experiment to demonstrate
the importance of the null frequency moment condition given by
Eq. (15). The experimental configuration used for the present
study is based on (but not limited to) a tunable lens based TIE
(TL-TIE) system, described in detail in [35]. The sample measured
is a plano-convex quartz microlens array with 250 μm pitch,
imaged via a 10� objective with 0.25 NA. A rectangular aperture
is introduced in the intermediate image plane of the microscope to
generate the required boundary conditions for solving the TIE with
the fast discrete cosine transform (DCT) solver [24,43]. The
illumination from the built-in halogen lamp is filtered by an
interference filter with a central wavelength of 550 nm and a
bandwidth of 45 nm. We fabricate one disk-shaped aperture
ðNAcond ¼ 0:1Þ and put it into the condenser turret. The transverse
position of the aperture can be easily changed and we centered it
with respect to the optical axis at first to make sure that Eq. (15) is
established. In this case, the phase of the microlens is nicely
reconstructed, as shown in Fig. 5(a). The result is validated by
benchmarking against the white-light scanning confocal micro-
scopy (Sensofar PLμ, 50� NAobj ¼ 0:8). The relative difference
between the two methods is less than 1%, which suggests that it
is clearly possible to perform a high-precision TIE phase measure-
ment even though the illumination is partially coherent and the
conventional idea of the phase is broken down. However, if we
shift the condenser aperture horizontally so that the center of the
aperture does not coincide with the optical axis, an off-axis tilt

phase aberration is superimposed on the original phase, as shown
in Fig. 5(b). The result is in accordance with our simulation result.
As suggested in Section 3, such tilt aberration can be numerically
compensated with double exposure scheme (with sample-absent
image) or the digital phase mask as widely used in digital
holographic microscopy [33,44,45].

7.2. From light field to phase

The above experiment demonstrated that phase information
can be quantitatively retrieved from a set of defocused images
through solving the TIE. However, acquiring the through-focus
image stack is usually time-consuming, as the sample stage or
camera has to be moved between image captures. Though several
configurations have been developed to eliminate the mechanical
motion [7,35,10], the light field imaging enables a totally new way
to collect the entire image stack in single capture, as the intensity
images at an arbitrary focal plane can be computationally recon-
structed from the raw light field image [17]. This undoubtedly
suggests one viable way to convert the light field to the phase.

An alternative way to reconstruct the phase from the light field,
as we discussed in Section 4, is to apply the definition of the
generalized phase [Eq. (18)] directly. The generalized phase at the
geometric optics limit can be regarded as the centroid of the light
field – the average direction of light at one given position,
suggesting that the phase gradient can be easily recovered by a
simple centroid detection scheme applied to the raw light field
image. Compared to the first method, which first reconstructs the
through-focus stack, then solves the TIE explicitly; the second
method, which employs the definition of the generalized phase
here, is inherently much easier and straightforward.

A typical example to verify to correctness of Eq. (18) is shown.
The experiment is based on a light field microscope [built upon a
conventional microscope (Olympus BX41) with a microlens array
(pitch 150 μm, ROC 10.518 mm) inserted in the intermediate
image plane just before the camera sensor]. The sample is a
plano-convex microlens array (pitch 100 μm), which is imaged
with a 20� objective with NAobj ¼ 0:4. Four light field images with
the condenser NA from 0.05 to 0.25 are recorded, as shown in
Fig. 6. From the enlarged images, we can clearly see the intensity
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Fig. 3. Numerical simulation on a pure phase sinusoidal grating. (a) Phase distribution of the simulated object. (b) 1-D profile of the phase function. (c) Condenser pupil
function. (d) Objective pupil function. (e) The coherent PSF of the imaging system. All axes are expressed in the normalized units.
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changing corresponding to each lenslet, from a focus spot array to
a 2D sub-aperture image array. The centroid for each sub-image is
calculated, followed by an integration to reconstruct the phase, as
shown in Fig. 7. The results confirm that the phase can be
extracted from the light field; even though the beam is not
completely coherent. Note that when the condenser aperture is
open up to NAcond ¼ 0:25, the sub-aperture images are too large
causing them to overlap, which causes problems for the centroid
locating, resulting in artifacts in the final reconstructed phase
image. In Fig. 8, we show another example to examine the validity
of Eq. (18) for a more complex sample (stem cells). The phase is
recovered but at lower spatial resolution inherent in light field

camera imaging. Fig. 8(c) shows the phase after cubic interpolation
with less mosaic effect. These results prove the correctness of Eq.
(18), showing that the quantitative phase information can be
directly extracted from the WDF (light field). However, this
method for phase retrieval is not recommended due to the lower
spatial resolution and the experimental complexity as compared
to the full-resolution TIE technique.

7.3. From phase to light field

In last subsection, it was shown that phase can be recovered
from light field images since the 4D light field has a higher

Fig. 4. (Media 1, Media 2) Phase-space description of the effects of illumination and imaging system on the TIE phase retrieval. See the text for details. (a) WDF of the
specimen; (b) retrieved phase derivative from (a); (c) WDF of the illumination; (d) WDF of the field in object plane; (e) retrieved phase derivative from (d); (f) WDF of the PSF
of the imaging system; (g) WDF of the field in image plane; (e) retrieved phase derivative from (g).
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Fig. 5. Characterization of a plano-convex quartz microlens array. (a) Retrieved phase when the aperture is centered on the optical axis; (b) retrieved phase when the
condenser aperture is off-axis.

Fig. 6. Image captured with a light field microscope with different illumination NAs. (a) NAcond ¼ 0:05; (b) NAcond ¼ 0:15; (c) NAcond ¼ 0:2; and (d) NAcond ¼ 0:25. Scale bar
50 μm.

0

5

10

15

20

25
Unit(rad) Unit(rad)

Unit(rad) Unit(rad)

0

5

10

15

20

25

0

5

10

15

20

25

0

5

10

15

20

25

Fig. 7. Phases reconstructed from the light fields with different illumination NAs. (a) NAcond ¼ 0:05; (b) NAcond ¼ 0:15; (c) NAcond ¼ 0:2; (d) NAcond ¼ 0:25. Scale bar 50 μm.
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dimensionality, which totally cover the 2D phase information.
Here we consider the inverse of this process: we use the TIE to
recover the light field of a slowly varying specimen under spatially
stationary illumination computationally.

For a conventional bright-field microscope with a binary circular
condenser aperture Pc , the view synthesis based on extracting 2D
slices from the 4D light field estimated by Eq. (19) usually performs
poorly since the synthesized image for each pixel ðxÞ can only assume
two states (neglect the unimportant multiplicative constant c): zero or
IðxÞ. By assuming the angular distribution to be Gaussian [42], good
perspective shifting effects can be achieved, but it is still groundless
and lacks in physical evidence. Such problem is overcome by using
Eq. (25) to construct perspective-shifted images, with the effect of the
imaging system taken into consideration. To verify the validity of

Eq. (25), a simple experiment was conducted based on the same
configuration as in Section 7.1. We imaged muscle fibers that
regenerated from muscle stem cells in the culture medium (with a
20� NAobj ¼ 0:45 objective, NAcond ¼ 0:2) to show how our approach
can facilitate monitoring label-free biological specimens at a subcel-
lular level with a high resolution. Fig. 9(a) shows the in-focus bright-
field image, which shows very low contrast as cells are almost pure
phase object. Fig. 9(b) shows the quantitative phase recovered by TIE
from which the underlying structure of muscle stem cells is clearly
visualized with high contrast. We can easily identify the muscle fibers
tightly interlinking and stacking over each other during muscle
regeneration, as shown in the bright regions in the phase image
[Fig. 9(b)]. With use of Eq. (25), different perspectives of the original
scene can be synthesized, as shown in Fig. 9(c)–(e) and animated in
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Fig. 8. Results of the stem cell. (a) Raw light field image NAcond ¼ 0:2; (b) recovered phase (rad); (c) result after cubic interpolation. Scale bar 50 μm.
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Fig. 9. Computational view synthesis of muscle fiber cells. (a) In-focus bright-field image; (b) quantitative phase image; (c–e) intensity-based viewpoint synthesized images
(Media 3); (f–h) phase-based viewpoint synthesized images (Media 4). Scale bar 50 μm.
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Media 3. The view-synthesized images produce shadow-cast effects
that effectively highlight the details present in the specimen without
physically moving the source or the specimen. Furthermore, since the
perspective-shifted image is reconstructed computationally based on
the intensity measurement and the phase recovered by the TIE. The
view synthesis can also be performed based on the retrieved phase
image instead of the intensity image by simply replacing the intensity
IðxÞ in Eq. (25) with the retrieval phase image ϕðxÞ. This step virtually
converts the transmissive object into an absorbing one (the phase is
used for direct visualization), and thus, different perspectives of the
phase image can also be digitally reconstructed. Since most useful
information of the cell is contained in the phase image, the phase-
based view synthesis provides a more apparent perspective effect
compared with the intensity-based view synthesis, as shown in
Fig. 9(f)–(h) and animated in Media 4. The computational nature of
the proposed approach provides tremendous flexibilities to realize
various types of phase contrast, light field imaging, or their combina-
tions, which was previously impossible with a conventional bright-
field microscope.

8. Conclusions and discussions

In summary, we have presented a phase-space formulation of
the TIE based on the WDF for the study of phase retrieval and
computational imaging under partially coherent illuminations. As
it turns out, the phase of partially coherent field in phase space can
be described as a scalar potential whose gradient yields the
conditional frequency moment of the WDF. Physically, this co-
nditional WDF moment represents the normalized ensemble-
averaged transverse Poynting vector, or the centroid of the light
field at geometric optics limit. With this generalized definition, the
phase of the sample under partially coherent illuminations can be
simply retrieved via one-time TIE measurement with limited
coherence requirements, provided the source distribution is sym-
metric about the optical axis. We then demonstrated that partial
coherence and the limited imaging pupil effect can be described as
a convolution of the illumination WDF or the WDF of the imaging
PSF along different dimensions. Such a description allows intuitive
understanding as well as quantitative analysis of issues
(i.e., coherence, aperture effect) related to TIE phase retrieval
under partially coherent illuminations. Furthermore, the WDF
serves as a direct bridge between the physical optics and the
geometric optics, enabling applications of the TIE to be extended
to high-resolution light field imaging for slowly varying speci-
mens, in a purely computational manner. The theoretical analysis
has been extensively verified by simulations and experiments.

Finally, it has to be admitted that the view from phase space does
not provide anything new to the study of the partial coherence in TIE,
as compared with the previous formulations based on correlation
functions. This is quite understandable because the correlation func-
tions (mutual intensity, cross-spectral density) form the basis for the
definition of the WDF – they both contain equivalent information.
However, in many cases, the phase-space representation are more
valuable for conceptual reasons than computational ones. It provides
an intuitive but rigorous framework that leads to many useful ideas
and interpretations, even if the results derived from them can then be
expressed in a different (or even simpler) way that bypasses the
phase-space picture. With the equivalence of the WDF and light field
in phase space, we have demonstrated the tight connections between
phase and light field, and the practical applications of the TIE phase
retrieval in the field of light field imaging. We anticipate that the
phase-space framework will broaden the ambit of the TIE phase
measurement, offer new and flexible imaging modalities that were
previously not possible using traditional bright-field microscopy, and
open up more applications in a wider range of contexts.
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Appendix A. Proof of Eq. (13)

For the derivation of Eq. (13), we put the representation of
Woutðx;uÞ [Eq. (12)] into the conditional frequency moment [the
LHS of Eq. (10)], then the numerator of the result is

Z
uWoutðx;uÞ du¼∬uWT x; x0ð ÞWin x;u�x0ð Þ dx0 du; ð26Þ

Interchanging the order of integral givesZ
uWoutðx;uÞ du

¼
Z

WT x; x0ð Þ
Z

uWin x;u�x0ð Þ du dx0

¼
Z

WT x; x0ð Þ
Z

u�x0 þx0ð ÞWin x;u�x0ð Þ du dx0

¼
Z

x0WT x; x0ð Þ dx0
Z

Win x;u�x0ð Þ du

þ
Z

WT x; x0ð Þ dx0
Z

u�x0ð ÞWin x;u�x0ð Þ du

¼
Z

uWT x;uð Þ du
Z

Win x;uð Þ du

þ
Z

WT x;uð Þ du
Z

uWin x;uð Þ du: ð27Þ

The denominator of the result isZ
Woutðx;uÞ du¼

Z
WT x; x0ð ÞWin x;u�x0ð Þ dx0 du: ð28Þ

Interchanging the order of integral givesZ
Woutðx;uÞ du¼

Z
WT x; x0ð Þ

Z
Win x;u�x0ð Þ du dx0

¼
Z

Winðx;uÞ du
Z

WT ðx;uÞ du; ð29Þ

or simplyZ
Woutðx;uÞ du¼ IoutðxÞ

¼ IinðxÞjTðxÞj 2 ¼
Z

Winðx;uÞ du
Z

WT ðx;uÞ du:

ð30Þ
Combining above results, we can get Eq. (13):R
uWout x;uð Þ duR
Wout x;uð Þ du ¼

R
uWT x;uð Þ duR
WT x;uð Þ du þ

R
uWin x;uð Þ duR
Win x;uð Þ du : ð31Þ

Appendix B. Proof of Eq. (17)

For a completely coherent field UðxÞ ¼ AðxÞexp½iϕðxÞ�, e.g. the
object is illuminated by a plane monochromatic beam, its WDF can
be represented as

Wðx;uÞ ¼
Z

U xþx0

2

� �
Un xþx0

2

� �
exp � i2πux0ð Þ dx0;

¼
Z

A xþx0

2

� �
A x�x0

2

� �
exp iϕ xþx0

2

� �
� iϕ x�x0

2

� �� 

� exp � i2πux0ð Þ dx0: ð32Þ
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Employing the Taylor expansion to the amplitude and phase
function

A x7
x0

2

� �
¼ AðxÞ7x0

2
�∇AðxÞþO j∇j 2AðxÞ
 �

; ð33Þ

ϕ x7
x0

2

� �
¼ϕðxÞ7x0

2
� ∇ϕðxÞþO j∇j 2ϕðxÞ
 �

: ð34Þ

If we assume a slowly varying object, the higher order (42) terms
can be ignored, yielding

ϕ xþx0

2

� �
�ϕ x�x0

2

� �
� x0 � ∇ϕ; ð35Þ

A xþx0

2

� �
A x�x0

2

� �
� I xð Þ: ð36Þ

Substituting Eqs. (35) and (36) into Eq. (32), we can get Eq. (17):

Wðx;uÞ ¼ IðxÞ
Z

exp ix0 �∇ϕ
 �
exp � i2πux0ð Þ dx0

¼ IðxÞδ u� 1
2π

∇ϕðxÞ
� 

: ð37Þ

Appendix C. Supplementary material

Supplementary data associated with this paper can be found in
the online version at http://dx.doi.org/10.1016/j.optlaseng.2015.03.
006. This work was supported by the the Fundamental Research
Funds for the Central Universities of China (30915011318).
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