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Abstract— Pathology telemedicine helps to receive technical
guidance from sophisticated experts through media, which assists
cancer consultation in hospitals far away. This article proposes
a 3D imaging and interactive cutting lines projection system
comprising a digital projector and three color cameras. A 3D
imaging and the function of projecting interactive markers on
specified parts of the sample surface are realized, facilitating
remote experts’ pseudo-painting for guiding biological opera-
tions. Within each subsystem that works using one camera
and the projector, sinusoidal patterns with stripes perpendicular
to the baseline are designed to ensure high signal-to-noise
ratio 3D results. A phase mapping-based method for projector
calibration is proposed by finding the diagonal center of the white
squares on the checkboard, avoiding the effect of perspective
distortion on the center positioning of circular markers. A point
cloud denoising strategy, including phase consistency check and
jump region identification, is proposed, allowing the system to
perceive detailed morphology without discrete points. Each 3D
reconstruction time is less than 3 s, including data acquisition
and processing. The accuracy evaluation experiments on the
standard plane and sphere show that our system achieves 3D
results with a repeatability error of less than 10 µm at a field of
view of 6 × 10 cm, which meets the imaging requirements for
pathology telemedicine support.
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I. INTRODUCTION

THANKS to the invention of various sensors, human
beings’ ability to access information has continuously

improved. Information that used to be accessible through
instantaneous sounds in our ears or fleeting scenes in our
eyes can now be stored in higher dimensional multimedia.
People can share video, images, sound, and other data to any
corner of the world in real time. Detail-rich pathology images
can aid in the early diagnosis of cancer [1], [2], and pathol-
ogy telemedicine utilizes modern communication equipment
to share remote medical technology and resources [3], [4].
However, most traditional telemedicine data are based on 2-D
image or video formats. They are fast in transmission but
have such a low dimension of information [5], [6]. Suppose
the dimension of the transmitted information is increased, for
example, by using 3D imaging and display for assistance.
In that case, remote experts can visualize live scenes as if
they were right there, and this is a quantum leap in improving
telemedicine’s communication efficiency and capability.

The emergence of fast 3D sensing techniques [7], [8], [9],
[10], [11], [12], [13], [14] provides technical approaches for
recording real-world scenes rapidly. Based on 2-D images,
these techniques are widely used in man–machine interactive
amusement [15]. However, these 3D imaging techniques can
only achieve a measurement accuracy that roughly recognizes
the posture of the human body. Since biological tissues are
relatively soft, moving them during measurement can deform
them. Therefore, a complete range of measurements can only
be achieved by synthesizing measured results from different
perspectives, which decreases measurement efficiency. Laser
line scanning can deal with 3D measurements of complex
surface morphology [16], but its characteristics, such as the
need for manual handheld and operation back and forth, are
not conducive to nonprofessional personnel in the medical
environment. Phase-shifting-based fringe projection profilom-
etry (PS-FPP) has the advantages of the full field of view, high
accuracy, fast speed, and noncontact [17], [18], [19], [20],
offering a technical reference for 3D imaging of biological
tissues.

1557-9662 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: FUDAN UNIVERSITY. Downloaded on May 13,2024 at 08:14:17 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-1558-1541
https://orcid.org/0000-0002-8502-3572
https://orcid.org/0000-0003-1060-6033
https://orcid.org/0000-0002-0562-1872
https://orcid.org/0000-0002-6821-5425
https://orcid.org/0000-0002-1909-302X
https://orcid.org/0000-0002-1461-0032


5001411 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 73, 2024

The systems with a multiview structure may be the solution
to the integrated 3D imaging of complex shapes. However,
most systems essentially contain two cameras with symmet-
rical left–right structures [21], [22], [23], [24], which cannot
fully measure 3D morphology in the direction perpendicular
to the camera’s optical axis. It is not easy to apply mea-
surement systems with too many views when large working
distances are required because a more extended baseline
between each camera and the projector is necessary to ensure
measurement accuracy, which needs a larger system volume.
Cheng et al. [25] proposed an MFPP system comprising
three Scheimpflug projectors and a telecentric lens to realize
3D imaging in optical inspection. Although the Scheimpflug
principle enhances the measurable depth of field, it is still
not suitable for measuring the shape of the size of patholog-
ical tissue samples. Wang et al. [26] proposed a four-view
fringe projection 3D microscopy system and achieved vertical
stitching of samples at different depths. However, the color
information are missing, and the working distance varies
within only several millimeters.

A color camera can provide color texture for a calibrated
3D measurement system [27]. However, smooth surfaces are
needed; otherwise, full-range color information are inacces-
sible. Scholars have also proposed using the three channels
of color cameras for structured light 3D measurement [28],
[29], [30], [31], [32]. On the one hand, the color information
captured by the three color channels can restore the object’s
color texture, and on the other hand, the three coded patterns
for phase shifting can be obtained through the three channels
of the color image by taking one photograph.

Considering the following factors: the requirement for color
integrity, the compact volume of the structure, and the hard-
ware cost, we design a system that contains three cameras for
multiimaging views. However, arranging the camera positions
and orientation and designing optimal encoded patterns for
each 3D measurement subsystem is necessary to achieve the
best 3D reconstruction accuracy. So, in this article, we present
a low-cost structured light 3D measuring instrument for
telemedicine.

In the face of some unique challenges that are difficult
to address with traditional methods in telemedicine, we put
forward corresponding solutions. For accurate projector cal-
ibration, we propose using the diagonal center of the white
squares on the checkboard as feature points, eliminating the
bias in feature point extraction due to perspective distortion.
Based on the disparity maximization criterion, we designed
coded fringe patterns with optimized orientations for the
single projector and a new computational model based on the
equiphase plane is proposed to retrieve 3D data. A fusion
method combining 3D data and ring LED illuminated 2-D
color is proposed for better color integrity of pathological
samples. A denoising strategy based on their unique char-
acteristics is also proposed to filter out the invalid points
caused by object shadows, occlusions, high reflections, and
truncated areas. Last is the inverse projection function that
projects the marker pattern drawn on the target photograph by
the expert onto the sample surface to guide the operator to
cut the sample. By digitizing pathological issues in the form

Fig. 1. Perspective model and imaging process from the object to the image
sensor of a pinhole camera.

of color 3D data, a new way for telemedicine guidance is
realized.

II. THEORY

This section introduces the basic definition of imaging
models and methods related to our instrument, mainly includ-
ing the perspective mapping model used to establish the
geometric model of projection and imaging optical paths,
constraints between equiphase plane and camera pixel lines
used to describe how to solve the 3D location by using camera
and projection model, and phase retrieval from phase-shifting
fringe images to obtain quantitative information about the
sample’s morphology.

A. Perspective Mapping Model

Referring to Fig. 1, suppose a point P(Xw, Yw, Zw) in the
world coordinate is imaged on the image plane, denoted by a
point p(u, v). The world and camera coordinate systems are
related by an external parameter matrix T, consisting of three
rotation vectors r1-3 and a translation vector t. Therefore, the
transformation from the world coordinates to the image plane
can be expressed as follows:

Z

u
v

1

=

 fx 0 u0
0 fy v0
0 0 1


︸ ︷︷ ︸

A

 r11 r12 r13 tx

r21 r22 r23 ty

r31 r32 r33 tz


︸ ︷︷ ︸

T


Xw

Yw

Zw

1

.

(1)

Here, Z is the z-axis coordinate of the object in the camera
coordinate system, and A is the intrinsic matrix that connects
the camera coordinates to the image ones. It can be obtained
by simple linear transformation as follows:

u = fx ·
X
Z

+ u0

v = fy ·
Y
Z

+ v0.

(2)

Here, (u0, v0) is the image coordinate of the optical center.
( fx , fy) is the horizontal and vertical focal length. We use
subscripts c and p to represent parameters about the camera
and projector, respectively.

B. Constraints on the Intersection of the Equiphase
Plane With Camera Pixel Lines

In order to solve the world coordinates of the object,
we need to provide another constraint equation in addition to
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Fig. 2. 3D coordinates constraints based on the intersection of the equiphase
plane and the camera pixel line.

the two constraints obtained from (2). A feasible solution is
to give another constraint on the intersection of an equiphase
plane of the projector with the pixel lines of the camera.
As shown in Fig. 2, the pixel line from the camera sensor
plane and the equiphase plane 8p from the projector pattern
source plane intersect at the surface of the target in physical
space as point P(Xw, Yw, Zw). Therefore, the world coordinate
(Xw, Yw, Zw) can be calculated by combining the equiphase
plane and pixel line equations.

C. Phase Retrieval From Phase-Shifting Images

In order to obtain the phase values, we need phase shifting
and unwrapping based on the structured light fringe patterns.
Vertical sinusoidal patterns with several periods and phase
shifts are projected in sequence. Based on the calibration
parameters and the calculated phase, we can retrieve the 3D
shape of the object’s surface. The phase-shifting algorithm can
obtain the quantitative fringe distortion. The image intensity
with a phase shift 2π/N of the sinusoidal fringe can be written
as follows:

In(u, v) = A(u, v) + B(u, v) cos
[
8(u, v) − 2πn/N

]
(3)

where n is the number of image index, and N is the number
of images. A is the background. B is the modulation. 8 is the
absolute unwrapped phase. The wrapped phase φ of 8 can be
obtained by

φ(u, v) = − arctan

[ ∑N
n=1 In(u, v) sin(2πn/N )∑N
n=1 In(u, v) cos(2πn/N )

]
. (4)

The phase value calculated by (4) is in the range
of (0, 2π ]. It is necessary to compensate the fringe orders to
get a continuous phase map. The multifrequency unwrapping
algorithm [33] uses fringe patterns that have different frequen-
cies, based on which the unwrapped phase 8i is obtained
by adding a certain order k that times 2π to the wrapped
phase φi

8i (u, v) = φi (u, v) + 2πki (u, v) (5)

where ki is the fringe order, which indicates the loca-
tion of every fringe stripe. The detailed information of the
phase-shifting patterns we used is presented in Table I.

TABLE I
DETAIL INFORMATION OF THE PHASE-SHIFTING PATTERNS

Fig. 3. System architecture and coordinates systems of the optical com-
ponents. (a) 3D modeling of the triple-view system, containing a projector
and three cameras with orientations toward the center of the field of view.
(b) Geometrical relationship of the optical axis, target surface, and coordinate
systems.

III. SYSTEM DESIGN AND METHODOLOGY

A. System Architecture

A triple-view system is built as shown in Fig. 3(a). The
main structure of the system is a triangular platform made
of photosensitive resin material with a thickness of 2 cm,
on which we have a digital projector (DLP 4500, resolution:
912 × 1140) and three color cameras (ImagingSource DFK
33UX183, resolution: 3648 × 5472) attached with a Computar
M3Z1228C-MP lens. The overall height is 50 cm, and a field
of view of 10 × 6 cm can be realized. The exposure of the
cameras and projector is synchronized through trigger signals.
The coordinate relationships between various views of the
system are shown in Fig. 3(b).

The projector is fixed in the center of the platform, which
can be adjusted up and down and then locked in an appropriate
place. Each camera is locked to the platform by a Cardan joint
and is 32 cm away from the center projector, which ensures
that samples can be observed from multiple views. The center
and three corners of the platform are windowed appropriately
to allow light to pass through freely. The platform can be fixed
by towing or linked with the bracket through a lifting platform
(our system uses), which can also be adjusted to different
heights to change working distance.

To implement the 3D measurements, we first designed
the coding pattern using MATLAB and then loaded it into
the projector via the programming interface. Simultaneous
exposure between the cameras and the projector is required,
which is realized by trigger signals from the projector. The
computer, then, receives a series of real-time images from each
camera, in turn, via high-speed serial cables. In the first phase,
we develop and validate calibration and reconstruction algo-
rithms on the MATLAB platform and subsequent data analysis
and comparison. The final application software development
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Fig. 4. Effect of perspective distortion on the extraction of feature points.
(a) Regular board with circular markers. (b) Details of the circular markers
without distortion. (c) Errors of extraction occur due to distortion. (d) Regular
checkerboard. (e) Details of white squares without distortion. (f) No errors of
extraction occur due to distortion.

and implementation is done on the Visual Studio platform
using the C++ language.

The user places the sample on the platform and performs
the measurement function. The acquisition rate is 60 frames/s,
and each view requires the camera to capture 16 images.
It takes less than 1 s to complete data acquisition for all
three views. Due to the high image resolution, the algorithm
needs to be accelerated by combining techniques such as
multithreading and parallel acceleration, and the reconstruction
of the complete 3D data can be completed in 1–2 s (depending
on the computer’s computing power).

B. Projector Calibration

Refer to Fig. 3(b), we define the pinhole projection model
of the projector as follows:

Z p

 u p

vp

1

 =

 fxp 0 u p0
0 fyp vp0
0 0 1


︸ ︷︷ ︸

Ap

×

 rp11 rp12 rp13 tpx

rp21 rp22 rp23 tpy

rp31 rp32 rp33 tpz


︸ ︷︷ ︸

Tp


Xw

Yw

Zw

1

. (6)

The projector calibration usually uses circular markers to
provide control points. A commonly used pattern is shown
in Fig. 4(a). Like the camera calibration, we need to obtain the
world and image coordinates of feature points. The projector
requires phase values to help and locate the coordinates of
the feature points on the digital micromirror devices (DMDs)
plane. The relationship between the pixel coordinates (u p, vp)

and the phase (8x , 8y) is
u p =

8x

2πNx
ωx

vp =
8y

2πNy
ωy .

(7)

Here, (Nx , Ny) is the period number of the projected
sinusoidal pattern, and (ωx , ωy) is the number of pixels each

Fig. 5. Tilted fringe patterns design and geometrical diagram of the equiphase
plane. (a) Schematic of the orientation adjustment of the fringe direction at
each subview. (b) Schematic illustrating the reconstruction of 3D coordinates
from tilted fringes.

period occupies. The phase-shifting algorithm can obtain the
phase value (8x , 8y) at the feature point in two directions.

As we can see from Fig. 4(a)–(c), errors of extraction
occur due to the perspective distortion. We propose using
the diagonal center of the white squares on the checkboard
as feature points. They can be determined by searching the
diagonal intersection of the white squares. In this way, the
effect of perspective distortion on the center positioning of
circular markers is avoided, as shown in Fig. 4(d)–(f).

C. Coded Fringe Patterns With Maximum Phase Disparity

In structured light 3D measurement, to meet the needs of
different measurement scenarios, structured light is designed
into a pattern different from the traditional single-direction
form [34], [35], [36]. In this article, to ensure high signal-
to-noise ratio 3D results, the phase gradient direction of the
coded sinusoidal patterns must follow the baseline direction
between the camera and the projector. Based on the layout
of the cameras and the projector in our system, the fringe
direction of each view is adjusted, as shown in Fig. 5(a).
In this way, the error transfer coefficient from phase-to-3D
result is minimized in all subsystems, assuring high-accuracy
3D reconstructions.

Since the system has only one projector, the direction of
its projected fringe needs to be adjusted according to each
camera. Let us take camera 2 in Fig. 5 as an example. Assume
that (ka, kb, kc) is the normal vector of equiphase plane 8p on
which point Pp(X p, Yp, Z p) locates. Then, we have

ka X p + kbYp + kc Z p = 0. (8)

The normal vector of equiphase plane 8p can be obtained
through the cross-product of two orthogonal vectors in 8p.
Here, we take OpPp and l p. l p is the direction vector of line lp

in the DMD plane, which is also the fringe direction, so we
have

(ka, kb, kc) = OpPp × l p. (9)

Suppose the angle between the fringe direction l p and the
horizontal direction X P is α; then, we have{

lp = (sin α, cos α, 0)

OpPp = OpP0 + P0Pp.
(10)
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Fig. 6. Flowchart of the 3D reconstruction process for a single view.
The camera provides 2-D coordinates, and the projector provides another
phase-determined plane equation. The final 3D coordinates are calculated by
jointly solving the equations.

Here, OpP0 and P0Pp can be obtained as follows:{
OpP0 =

(
0, 0, f p

)
P0Pp = (cos α, sin α, 0) ·

(
ϕp − ϕ0

)
· lϕ .

(11)

Here, f p is the focal length of the projector lens, ϕp and ϕ0
are the phase values at the point Pp and the principal
point P0, respectively. lϕ is the distance occupied by the unit
phase along the phase gradient direction. The relationship
between Pc(Xc, Yc, Zc) in the camera coordinate system and
Pp(X p, Yp, Z p) in the projector coordinate system can be
expressed as follows: X

Y
Z

 = T+

p ·


X p

Yp

Z p

1

 = T+

c ·


Xc

Yc

Zc

1

 (12)

where “+” means pseudo-inverse of a matrix. Combining (8),
we have another constraint equation

[
ka kb kc

]
· TP · T+

c︸ ︷︷ ︸
M


Xc

Yc

Zc

1

 = 0. (13)

Because (ka, kb, kc), TP and T+

C can be determined in
advance to be integrated into a single matrix M

M =
[

ka kb kc
]
· TP · T+

c . (14)

By calculating the camera imaging model (1) and (13),
we can directly calculate the coordinates of the object point
in the following matrix-based form:

Xc = (uc − uc0)Zc/ fxc

Yc = (vc − vc0)Zc/ fyc

Zc

=
−M(1, 4)

(uc−uc0)/fxc ·M(1, 1)+(vc−vc0)/fyc ·M(1, 2)+M(1, 3)
.

(15)

The 3D reconstruction process is summarized in the
flowchart, as shown in Fig. 6. Finally, the complete 3D data
can be obtained by stitching the results from each subview.

In addition, it is important to address the color deviation
caused by imaging at different viewing angles. We propose
a ring light illumination approach to lighten the sample for
texture acquisition, which replaces the traditional structured
light based on projected illumination for obtaining 2-D texture
maps.

D. Denoising Strategy for the Point Cloud Data

The surface of pathological tissues has complex shapes
and also different colors. Usually, the following categories
of areas are most prone to measurement errors: 1) shadow
and dark areas due to the occlusion by complex morphology;
2) mirror-like areas reflect the fringe from the substrate;
and 3) highly reflective surface due to the smooth parts
or formaldehyde soak. The areas mentioned above will be
somehow noisy during the phase map retrieval. We propose
a denoising strategy, including three methods to fix the noise
problem.

1) Background and Modulation Constraints: The image
of the sample being projected by sinusoidal patterns can be
expressed as follows:

In = A(u, v) + B(u, v) cos
[
φ(u, v) + φ′

]
(16)

where φ is the modulated phase by the sample surface, and φ′

is a constant phase value for phase shifting.
Areas of low-background light intensity or amplitude mean

that no object is present or that the part of the background other
than the object is being detected. The noise can be removed
by setting appropriate background or amplitude thresholds.
It is usually possible to set a small value (e.g., 3 for 8-bit
images) for both to filter out invalid point cloud noise from
the background. Too large values will cause darker parts of
the target to be erroneously filtered out. In this way, two
denoising masks can be created by determining whether the
background and the modulation are within the preset threshold
range.

2) Phase Monotonicity Constraint: When the fringe is
reflected from the substrate through the sample surface, this
area also has adequate fringe information and cannot be
removed by the background intensity and modulation con-
straints. However, due to the reflection, the phase-shifting
direction of the fringe images is opposite to that in the normal
area. The phase gradient or the phase monotonicity would be
opposite correspondingly. Based on this observation, we can
remove this kind of noise by judging the phase gradient, which
is defined as follows:

dφr0 =
φ(r) − φ(r − r0)

|r0|
. (17)

It is important to note that the smoother target surfaces
may have individual derivative sign errors due to inherent
noise. Therefore, it is necessary to further synthesize pixels
around them to determine whether the sign reversal forms
a contiguous domain. This avoids the misidentification of
reflective fringes due to random noise. According to the
sign of the derivation result, the constraint mask can be
generated.
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Fig. 7. Overall denoising process of the 3D data. (a) Phase-shifting image
captured by the camera. (b) Absolute phase, background, and modulation
calculated by phase-shifting algorithm. (c) Three denoising masks using back-
ground intensity and modulation constraints, phase monotonicity constraint,
and phase jumping constraint. (d) Phase image after denoising. (e) 3D shape.
(f) 3D shape with color.

3) Phase Jumping Constraint: Almost noise can be
removed by the first two steps; however, the noise near the
boundary and highlight region is still challenging. We thereby
limit the range of phase jumping between each neighboring
pixel pair to detect the noise. Discrete point groups with point
numbers exceeding a threshold are connected into the same
domain but removed if the point number in a group is less
than that. This method also works well in the shaded area and
reflection area.

Phase jumps between adjacent pixels imply discontinuity.
We divide the entire phase space into a number of contiguous
domains based on the magnitude of the difference between
neighboring phase values. If neighboring pixels have phase
values with deviation less than a certain threshold T1, they
are grouped into a contiguous domain. After grouping all the
pixels, the connectivity domains with pixel numbers less than
a value T2 are removed from the final overall phase map,
as we do not consider them part of the continuous target.
Here, T1 and T2 are found based on trying different thresholds
and can be used as an empirical value. The criterion is to set
the thresholds in such a way that the vast majority of visible
recognizable discrete point clouds are removed in multiple
experiments with different samples.

The above denoising steps are all performed based on the
manipulation of 2-D images, and the overall denoising process
is shown in Fig. 7.

E. Evaluation Metrics of the Retrieved 3D Data

The system’s measurement accuracy can be reflected by
calibration and 3D deviation assessment. First is the calibration
accuracy of the camera and projector, which are pinhole
modeled, and then, the parameters are calculated using a
checkerboard. Eventually, feature points close to the true
values are brought into the model, and the reprojection error
is calculated by

err = p − p̂(A, T, k, P). (18)

Here, P is the coordinate of the feature point. A, T , and k are
the intrinsic matrix, extrinsic matrix, and distortion parameter
of the camera or projector, respectively. The calibration is suc-
cessful only when the reprojection error has a centrosymmetric
distribution with a low standard deviation.

Based on the calibrated camera and projector, we need
to perform further 3D measurements on objects with known
morphology and compare the results with the real values.
Since the point cloud data we acquire is discrete, it needs
to be fit to a specific shape. The deviation between the truth
and the measured value is then analyzed, and the standard
deviation or root-mean-square error (RMSE) is statistically
determined. This is how we perform quantitative evaluations
of our system.

F. Guidelines Projection for Telemedicine Interaction

Here, we introduce how to project markers as guidelines
on specified parts of the sample surface for telemedicine
interaction. The whole process is to convert the selected
3D areas of the sample to the DMD coordinates. From (1),
we can obtain the relationship between the 3D coordinates
Pp(X p, Yp, Z p) in the projector coordinate system and the
image coordinates pp(u p, vp) as follows:

Z p

 u p

vp

1

 =

 fx p 0 u p0

0 fyp vp0

0 0 1

 X p

Yp

Z p

. (19)

Since the point cloud data we obtained by (15) is based
on the camera coordinate system, we need to convert it to
the projector coordinate system through (12). Since the point
cloud coordinates are calculated from the image coordinates,
the selected 2-D areas or flexible lines in the image coordinates
are easily transformed into the 3D areas on the point cloud.
Therefore, marking guidelines on the 2-D image is also
feasible instead of directly on the point cloud data to project
the corresponding marker pattern onto the sample surface.

IV. RESULTS

A. Accuracy Evaluations by Measuring a Standard Plane

We use a piece of ceramic plate to represent a standard
plane, which is measured as the sample to evaluate the
3D measurement accuracy of our system. This experiment
also determines the optimal coded fringe frequency. We use
horizontal fringe patterns with different spatial densities as
the coded fringe patterns to retrieve the 3D morphology
of the plate. The 3D reconstruction results are shown in Fig. 8.
The standard deviation between the reconstructed results and
the ideal fit plane is studied to find the optimal fringe density
that should be applied in the system.

Refer to camera 1 in Fig. 5. By traversing period values
from 6 to 54 pixels, we find the optimal fringe period
on the DMD plane is 36 pixels, with a standard deviation
of 11.41 µm. We tilt the fringe direction to make it perpen-
dicular to the baseline direction, and the standard deviation
goes down from 11.41 to 5.40 µm, as shown in the final result
in Fig. 8.

B. Quantitative Evaluations by Measuring
a Standard Sphere

We estimate the systematic error by performing 3D mea-
surements on a standard sphere with a nominal radius
of 5.00065 mm using horizontal fringe patterns and tilt fringe
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Fig. 8. Standard deviation distribution between the reconstructed and ideal fit planes using fringe patterns with different spatial densities. The first row
is the spatial distance between every two strips, representing the fringe period. When the period is minor, errors in the phase unwrapping occur, leading to
significant point stratification(periods being 6 and 12). The robustness of the phase unwrapping is better with increasing periods up to 54 pixels. The error is
minimized at the fringe period of 36 pixels, implying that using 36 pixels is the optimal frequency. When we switch the fringe direction along the baseline
direction, the standard deviation goes down from 11.41 to 5.40 µm.

Fig. 9. Comparison of measurement accuracy based on the standard ceramic
sphere. (a) Error distributions of the result using horizontal fringe patterns.
(b) Error distributions of the result using tilted fringes patterns. (c) Histogram
of error using horizontal fringe patterns. (d) Histogram of error using tilted
fringe patterns.

patterns, respectively. The measurement result is shown
in Fig. 9. The sphere fitting is performed to the 3D data
to retrieve the measured radius, and then, the deviation
between the result and the fit sphere data is collected.
In Fig. 9(a) and (b), we display the deviation distributions,
and Fig. 9(c) and (d) shows the corresponding histogram. The
radius of the reconstructed spheres using two sets of fringes
are 4.963 and 4.978 mm, respectively. Nevertheless, the root
means square (rms) goes down from 14.18 to 10.35 µm. Tak-
ing 4.978 mm as the retrieved radius, the overall deformation
error of the system is 0.45%.

Fig. 10. Noise areas are classified into different types. (a) Sample’s
color image. (b) Shadow and dark areas due to the occlusion by complex
morphology. (c) Light is reflected by the sample surface from the substrate.
(d) Highly reflective surface.

C. Denoising of Biological Samples

After verifying the measurement accuracy of the system,
we next look at how well the denoising works for point clouds.
As shown in Fig. 10, the three colors of red, green, and blue,
respectively, represent the shadow areas caused by the complex
morphology of the sample surface, reflection areas caused by
the reflection of projected light from the substrate surface to
the sample surface, and highlight areas caused by smooth parts
or formaldehyde soak.

We measured a chicken heart, a throat, and a gizzard to
test the robustness of the denoising method used on differ-
ent biological samples. The results are shown in Fig. 11.
The 3D data of the biological samples before denoising is
shown in Fig. 11(a1)–(a3), from which we can see that many
flying spots are far from the object’s actual position. The
3D data after denoising is shown in Fig. 11(b1)–(b3), from
which we can find that our method can effectively eliminate
the unmeasurable part or the additionally introduced error
while retaining the information of the object itself. The color
information is obtained directly from the color camera under
white LED illumination. The 3D data with color information
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Fig. 11. Comparison of the effect before and after denoising. (a1)–(a3) Before
denoising. (b1)–(b3) After denoising. (c1)–(c3) Result of coloring after
denoising. (d1)–(d3) Masks generated during the denoising process.

Fig. 12. Cloud registration with data stitching and color fusion, the green box
is the 2-D images captured by each camera in the three subviews, respectively.

Fig. 13. Experimental result of interactive guidelines projection. (a) and
(b) Position of the line on the 3D data (left) and the position of the projected
guidelines on the calibration board (right). (c)–(f) Position of the line on the
3D data (left) and the position of the projected guidelines on the biological
samples (right).

are shown in Fig. 11(c1)–(c3). The mask generated by the
denoising method is also provided Fig. 11(d1)–(d3).

After the 3D data from each viewpoint is denoised, data
stitching and color fusion are performed to obtain a complete
3D result of the sample. As shown in Fig. 12, the left side is
the point cloud data acquired from each camera view, and the
right side is the final integrated color 3D data.

D. Experiments of Interactive Guidelines Projection

To test the functionality and accuracy of our system in
the inverse projection of interactive guidelines, we conducted
projection experiments on the calibration board for accuracy

verification and four biological samples to observe actual
application effects. The results are shown in Fig. 13. The left
side of Fig. 13(a) and (b) shows the 3D reconstruction result of
the calibration board, and the red lines are manually drawn on
the 3D surface. The right side is the projected guidelines on the
samples. The linewidth and color can be adjusted according
to environmental requirements.

By comparing the position of the lines on the 3D data
with the position of the projected guidelines on the samples,
we can conclude that our projection accuracy is guaranteed.
On this basis, we have done the same experiments on complex
biological tissue samples. The results of the experiment are
shown in Fig. 13(c)–(f). In order to photograph the projected
thin lines more clearly, we reduced the brightness of the
ambient lighting. Overall, the experimental results show the
effectiveness of our proposed system and methodology in pro-
viding technical support for telemedicine through interactive
guidelines projection.

V. DISCUSSION

A. Calibration Patterns Comparison: Checkerboard
Versus Circular Pattern

Common calibration patterns can be generally categorized
into a checkerboard and circular pattern. The black and white
intersections of the checkerboard pattern are used as corner
points. Circular patterns, on the other hand, extract circle
centers as corner points. The checkerboard pattern provides
sufficiently accurate results when calibrating a camera, but
the situation is different when calibrating the projector. It is
impossible to extract accurate phase values at the black–white
junction because the phase here is wildly inaccurate due to
out-of-focus effects and luminance diffusion. It is necessary
to choose an area with a white background to extract the
phase. White circular patterns can accomplish this. However,
if perspective distortion exists, there will be center posi-
tioning errors when circular markers are used. As shown
in Fig. 4(a)–(c), the circular markers become ellipses after
perspective distortion, so the center extracted using the circle
center extraction algorithm deviates from the original center.
The board should be arranged in tilted enough poses, which
aggravates the perspective distortion. Our proposed method
eliminates the side effect of perspective distortion and is quite
flexible to realize.

B. Optimal Design of Fringe Pattern Sequence

When we design the pattern sequence, we mainly consider
the following aspects. First, the influence of random error on
3D measurement can be effectively reduced by increasing the
phase-shifting steps as well as the fringe frequency. However,
too many phase-shifting steps will affect the measurement
speed, and the fringe frequency is not the higher, the better.
Since the optical transfer function of the projected light path
is not ideal, the phenomenon of out-of-focus will occur. This
is why we traverse multiple fringe frequencies for the accu-
racy evaluation experiments on the 3D measurements of the
plane. In addition, a reasonable sequence of fringe frequencies
and phase-shifting steps are also crucial factors affecting
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measurement efficiency. For example, the fringe frequency
sequence 1-10-100 is better than 1-50-100 because the latter
is prone to cause errors in phase unwrapping. The fringe
frequency sequence 1-8-64 is better than 1-2-4-8-16-32-64
because the latter requires many more frames to obtain the
complete unwrapped phase. In our system, we tried to use a
geometric frequency sequence as much as possible and give
more phase-shifting steps to the highest frequency fringe while
guaranteeing acceptable measurement speed and errors for the
practical application.

C. Influence of Tilted Fringes on Measurement Accuracy

One thing to remember when we design the fringe direction
for structured light 3D measurement is to correlate the fringe
bending degree with the variance in height or depth. Imagine
that if we project fringes with its direction along the baseline,
a change in the object’s height causes the fringe to shift
along the ridge rather than being bent; therefore, the shape
cannot be reflected by the fringe changing. On the contrary,
the best design is to have the change in height cause the
fringes to bend in the direction perpendicular to the ridge.
Therefore, we improve the accuracy of our system by setting
the fringe direction in three different directions considering
each camera position. However, the tilted fringe has a jagged
effect in practice due to the digitized discrete projector pixels.
In order to eliminate the jaggedness, we slightly defocus the
projector lens, which ensures sufficient fringe contrast and
eliminates the jaggedness through the defocused low-pass filter
effect.

D. Threshold Setting for 3D Denoising Process

Much of our basis in data denoising comes from the
intermediate variables during the process. They have a precise
physical meaning and can guide us in filtering out invalid
points. The background calculated in the phase-shifting pro-
cess represents the intensity distribution of the target surface
and can be used to extract a valid target area to reduce the
amount of computation. At the same time, the modulation
calculated in the phase-shifting process reflects the contrast
of the fringe and indicates the reliability of the phase-shifting
accuracy. Usually, the background and modulation are some-
what related. So, to avoid the dark target region being removed
undesirably by setting a uniform threshold, different thresholds
need to be set in areas with different brightness to determine
the effective region.

E. Realization of Rapid Measurement and Inverse Projection

The digitized projection module consists of an optical
machine and a controller. The controller in our system is used
in two ways: one as a second screen to project a specific
pattern and the other to preload a sequence of coded fringe
patterns into its memory. Both modes have advantages and
disadvantages and that are used to fulfill different divisions
of the system functions. The preloaded mode has a long
preparation time but projects very fast. Furthermore, the mea-
surement efficiency can be maximized by synchronizing the
exposure signal with the cameras. The second-screen mode

can be used to project a flexible marker pattern inversely,
but its speed just manages to be without noticeable delay.
Therefore, the combination and flexible switching of the two
methods can satisfy both the fast measurement requirements
and the flexible inverse projection function of interactive
guidelines. For our system, 3D reconstruction can be per-
formed in less than 3 s, including data acquisition and
processing.

VI. CONCLUSION

In this article, we presented a structured light 3D measuring
system that realizes color 3D observation of pathological tissue
samples and provides a potential way for the remote expert to
provide cutting guidance of the pathological sample interac-
tively. Based on the layout between the three cameras and
the projector, we propose a high-precision 3D reconstruction
for each subsystem using sinusoidal structured patterns with
the phase gradient direction in line with each baseline direc-
tion. The measurement accuracy is experimentally improved
compared with three cameras sharing the same phase-shifted
fringes.

For system calibration, our proposed method using the
diagonal center of the white squares on the checkboard as
feature points successfully avoids the side effect of perspective
distortion on center positioning. For the noise during the
3D imaging process, we proposed a denoising strategy for
the point cloud data of tissues based on background and
modulation constraints, phase monotonicity check, and phase
jumping compensation, respectively.

By flexibly switching the working modes of the projector
and synchronizing the exposure with the cameras, our system
can complete a 3D reconstruction in less than 3 s. The accu-
racy evaluation experiments on the standard plane and sphere
show that our system achieves 3D results with a repeatability
error of less than 10 µm at a field of view of 6 × 10 cm.

Finally, the interactive guideline projection method is exper-
imentally validated, meeting the requirements for resection
imaging of ex vivo specimens and demonstrating the potential
application in pathology telemedicine assistance.
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