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Efficient misalignment correction for
annular LED arrays in intensity
diffraction tomography: supplemental
document

This document provides supplementary information for “Efficient misalignment correction for annular LED
arrays in intensity diffraction tomography”.

1. ANALYSIS OF NOISE RESISTANCE OF PC AND NCC IN THE WAVELENGTH CALI-
BRATION OF THE MCIDT ALGORITHM
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Fig. S1. Analysis of noise resistance of PC and NCC in the wavelength calibration of the efficient mis-
alignment correction method for annular LED arrays in IDT (mcIDT). (a1) Template image and target
image. (a2) Target images with varying levels of Gaussian noise. (a3) Comparison of computational
results between PC and NCC algorithms.

To verify the necessity of substituting the normalized cross-correlation (NCC) algorithm for the traditional
phase correlation (PC) algorithm in the improved Fourier-Mellin Transform (FMT) algorithm during light
source wavelength calibration, we conducted a simulation comparison using both algorithms. As shown in
Fig. S1(a1), we used the ideal pupil from the reconstruction algorithm as the template image. We added
Gaussian noise with different standard deviations (STD) to the two-dimensional (2D) spectrum of the actual
captured image to generate the target images for calibration. Subsequently, for these target images with
varying noise levels, we gradually reduced the scaling ratio from 0.99 to 0.9 in steps of 0.01 (corresponding
to an actual wavelength change from 522 nm to 575 nm), as shown in Fig. S1(a2). We then used both
the improved FMT algorithm and the traditional FMT algorithm to correct the scaling ratio between the
template image and the target images, obtaining the calibration results under different noise levels, as shown
in Fig. S1(a3). The comparison results indicate that, due to the presence of noise in the 2D spectrum of
the actual captured image, the impact of noise is further amplified after the logarithmic polar coordinate
transformation, rendering the PC algorithm incapable of accurately calculating the scaling ratio. In contrast,
even after the addition of Gaussian noise, the NCC algorithm can still ensure stable and accurate calibration,
meeting the requirements for preliminary light-emitting diode (LED) wavelength calibration. Therefore, the
substitution of the NCC algorithm for the PC algorithm in the proposed improved FMT method to achieve
preliminary wavelength calibration is highly effective.



2. WORKFLOW OF THE IMPROVED FMT ALGORITHM
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Fig. S2. Workflow of the Improved FMT algorithm.

Figure S2 provides a detailed illustration of the workflow of the improved FMT algorithm [1, 2]. Initially,
Fourier transforms are applied to both the actual and ideal pupil images. Prior to image registration,
filtering and noise reduction operations are performed to enhance the accuracy of the calibration. Then, the
images are transformed into logarithmic polar coordinate images. With the center of the frequency domain
image as the origin(x0,y0), each point (x,y) in the frequency domain can be transformed into the log-polar
coordinate system (ln(r),θ ) [3], and the log-polar coordinate image is obtained by: r =

√
(x− x0)

2 +(y− y0)
2

θ = arctan( y−y0
x−x0

)
(S1)

Subsequently, the images transformed into log-polar coordinates are subjected to NCC operations, with
the formula as follows [4]:

NCC(x,y) =
∑ [ f (x′,y′) ·g(x′− x,y′− y)]√

∑ f (x′,y′)2
√

∑g(x′− x,y′− y)2
(S2)

where x = ln(r), y = θ and NCC(x,y) represents the normalized cross-correlation value at position (x,y),
f (x′,y′) represents the pixel values in the template image, and g(x′−x,y′−y) represents the pixel values in
the target image. This formula quantifies the similarity between the template and target images to determine
the matching position of the template within the target image [5, 6]. Subsequently, with the center of the
logarithmic polar coordinate image as the origin (ln(r0),θ0), the scale ratio between the images can be
obtained using the following equation [7]:

s =
ln(rmax)− ln(r0)

ln(r0)
(S3)
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where s represents the image scaling ratio. Therefore, based on the scaling ratio, the original ideal pupil
can be scaled to achieve preliminary wavelength calibration. Subsequently, the PC operation is performed
between the calibrated pupil and the actual pupil to achieve displacement correction [8], with the formula
as follows:

PCC(x,y) = F−1

[
f̂ (x,y)ĝ∗(x,y)∣∣ f̂ (x,y)ĝ(x,y)

∣∣
]

(S4)

where PCC(x,y) represents the PC value at position (x,y), f̂ (x,y) represents the Fourier transform of the
corrected pupil, and ĝ(x,y) represents the Fourier transform of the actual pupil. Then, the peak value
(xmax,ymax) is obtained from it, and the position deviation can be calculated by: xshi f t = xmax − 1

2 M

yshi f t = ymax − 1
2 N

(S5)

where xshi f t and yshi f t represent the translation amounts along the x axis and y axis, respectively, M is the
number of pixels along the x axis, and N is the number of pixels along the y axis. By sequentially calculating
the spectrum corresponding to each LED, the offset distance from (xshi f t1,yshi f t1) to (xshi f t28,yshi f t28) of
the pupil can be determined.

Table S1. Comparison on computational cost of LED calibration algorithms.

Methods
Data

acIDT

mcIDT

512×512 pixels

23.7s

2.1s

1024×1024 pixels

84.5s

7.5s

2048×2048 pixels

239.8s

21.4s

As shown in Table. S1, it is worth mentioning that this algorithm has made significant improvements in
computational speed compared to the LED array calibration algorithm based on the simulated annealing
algorithm we proposed previously [9]. The computational efficiency has been increased by more than one
order of magnitude, which greatly reduces the calibration time for the LED array.

3. SUPPLEMENTARY EXPERIMENT USING RESOLUTION TARGET
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Fig. S3. Comparison of IDT results of resolution target. (a) Comparison of reconstructed 3D RI results
under IDT, acIDT, and mcIDT methods when annular LED array position is deviated. (b)-(c) Enlarged
images of the ROI b and c obtained under IDT, acIDT, and mcIDT methods respectively. Scale bar,
(a,b,c) 2 µm.
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To demonstrate the accuracy of the three-dimensional (3D) refractive index (RI) reconstruction using
mcIDT method, we conducted experimental measurements on a 1951 USAF resolution target (Ready
Optics Company, USA). Figure S3(a) shows the reconstruction results obtained using the conventional
intensity diffraction tomography (IDT), algorithmically calibrated IDT (acIDT), and mcIDT methods under
the condition of misalignment of the annular LED. To better compare the reconstruction performance of
these three methods, we magnified the regions of interest (ROI) from Fig. S3(a), as shown in Figs. S3(b)
and (c). It is evident that the conventional IDT, which lacks LED calibration, results in significant blurring
in the reconstructed 3D RI, with the resolution markedly decreasing to 436 nm (Group 11, Element 2),
accompanied by severe artifacts and distortions. Although the acIDT method can recover some image
details, the issue of misalignment between the annular LED source and the optical axis persists, leading
to unavoidable RI distortion (as indicated by the white dashed circles in the figure), and the resolution
only reaches 388 nm (Group 11, Element 3), which falls short of the theoretical resolution limit of 345
nm. In contrast, the mcIDT method, which combines algorithmic "calibration" with physical "correction,"
significantly enhances the resolution of 3D RI reconstruction to 346 nm (Group 11, Element 4), very close
to the theoretical resolution limit, thereby greatly improving the accuracy of the reconstruction results.

4. ANALYSIS OF ANNULAR LED PARAMETERS AND MICROSPHERE EXPERIMENTS
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Fig. S4. Analysis of annular LED parameters and microsphere experiments. (a) Model of the annular
LED and its emission wavelength. (b) Phase transfer functions corresponding to different illumination
angles. (c) Phase transfer functions corresponding to different illumination NA. (d) Simulation and
experiments of polystyrene microspheres.

As shown in Fig. S4(a), the illumination elements on the annular LED are sequentially activated to generate
plane waves with a NA of 0.75 for multi-angle illumination. We calibrated the central wavelength and
spectral bandwidth of the LED using a spectrometer (CCS200/M, Thorlabs) and obtained the spectral
curve of the LED. Each LED provides quasi-monochromatic illumination with a central wavelength of
517 nm and a full width at half maximum (FWHM) of 25 nm. As shown in Fig. S4(b), when the annular
LED is misaligned, the illumination NA of some LED elements decreases, causing the two pupils in
the frequency domain to no longer perfectly tangent. The overlapping regions cancel each other out,
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leading to the loss of low-frequency information [10]. After correction, the LED center is coaxial with
the optical axis, and the illumination NA matches the objective NA, as shown in Fig. S4(c). At this point,
the two anti-symmetric pupils of the phase transfer function are in tangential contact, ensuring that both
high-frequency and low-frequency phase information of the sample can be completely transferred to the
intensity image. As shown in Fig. S4(d), to verify the quantitative three-dimensional refractive index
reconstruction capability of the mcIDT method, we conducted experiments using polystyrene microspheres
as test samples and compared the results with the simulation results of pure phase microspheres. Both
experimental and simulated reconstructions were performed under consistent parameters to ensure the
validity of our comparative analysis. The ideal microsphere with a 6 µm diameter and RI of 1.60, and it is
immersed in a matched medium (nm = 1.518, Olympus, Japan). By comparing the results, we found no
significant differences between the experimental and simulated results. It should be noted that due to the
limited range of incident angles in a single-objective system, certain spatial frequency components along
the optical axis cannot be acquired, leading to the “missing cone problem” [11]. This issue not only reduces
the axial resolution but also hinders the accuracy of refractive index reconstruction, causing energy leakage
and oscillations at the edges of the reconstructed object, resulting in halo-like artifacts. This problem can
be effectively addressed by using opposite illumination or deep learning methods [12, 13].
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