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A B S T R A C T

The resolution of lensless on-chip microscopy is mainly limited by the pixel size of the image sensor. Many super- 
resolution techniques have emerged to solve the problem of insufficient imaging resolution. Most existing pixel 
super-resolution technologies rely on precise electric translation stage for hundreds of high-precision displace
ments, or on expensive tunable lasers to generate diffraction diversity. Conventional ptychography iterative 
engine (PIE) is considered an effective method for improving imaging resolution, but it is prone to oscillations in 
the early stage of iteration. In this paper, we propose a ptychography imaging technique based on scattering 
multiplexing, which involves coating the surface of the image sensor with a layer of polystyrene microspheres, 
and utilizing a 4 × 3 LED array to sequentially illuminate the sample. An innovative ptychography reconstruction 
algorithm based on dual amplitude gradient descent (DAGD) is designed for the reconstruction from the holo
grams, which effectively avoids the problems of slow convergence speed and obvious oscillation. Compared with 
other similar technologies, our system has no moving parts and uses inexpensive partially coherent light illu
mination. It only records 12 holograms and reaches the imaging resolution of 1.23 μm, which is 1.36 times pixel 
super-resolution compared with the pixel size of the sensor.

1. Introduction

Lensless microscopy is fundamentally a digital holography technique 
based on in-line holography, where photodetection sensor devices (such 
as CCD or CMOS) are utilized to replace the photogelatin plates for 
recording holograms. Subsequently, the holograms are stored in a 
computer, and the computer simulates the optical diffraction process to 
reconstruct the recorded objects. Lensless on-chip microscopy has 
attracted considerable attention in the field of biomedical sample 
detection due to its simplified optical design and the advantages of a 
large field of view and high resolution. Nonetheless, the resolution of 
conventional lensless on-chip microscopy is primarily limited by the 
coherence of the light source and the pixel size restriction of image 
sensors, preventing it from achieving the resolution capabilities of high 
numerical aperture optical microscopes.

In recent years, numerous techniques have been proposed to enhance 
the spatial resolution of on-chip microscopy by collecting more holo
grams with diffraction diversity. These include capturing multiple low- 
resolution holograms using multi-height [1-3], multi-wavelength [4-7], 
or multi-angular illumination [8-10] to synthesize high-resolution 

images. Some techniques employ precise displacement platforms to 
introduce sub-pixel shifts between different low-resolution images [11- 
15]. However, these methods often rely on high-precision electric 
displacement platforms, or expensive laser sources, resulting in 
increased device complexity and costs. Istrate et al. have proposed a 
multi-height phase reconstruction method, utilizing an electro- 
mechanical displacement stage to position the image sensor at 26 
different height planes and record the sample’s diffraction maps [2]. 
They added a small aperture behind the sample to confine the imaging 
area and employed a high dynamic range (HDR) algorithm to obtain the 
diffraction information within this illuminated region. This approach 
isolates interference from other areas of the sample, ensuring that the 
sensor records diffraction information solely from this minute region, 
thereby achieving higher imaging resolution. However, this method is 
significantly limited by its ability to record only a very small imaging 
area at a time, which negates the wide-field imaging advantage of 
lensless microscopy. Bishara et al. achieved sub-pixel image shifting by 
laterally translating the light source to 36 different positions using an 
electro-mechanical displacement stage. They rigorously improved the 
coherence of the light source by connecting an optical fiber and a 
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monochromator to achieve higher imaging resolution [11]. They also 
introduced a novel system architecture using a monochromatic LED 
array as the light source, connected to 23 multimode fibers with an inner 
diameter of 105 µm, and added a narrowband filter at the fiber’s end to 
enhance the light source’s coherence, ultimately achieving good super- 
resolution effects [14]. However, the stringent alignment demands be
tween the LED array and the fibers could compromise the system’s 
reliability. Furthermore, the decoupling of the reconstruction process 
from the super-resolution algorithm hinders the effective removal of 
twin image interference, rendering the system less ideal for imaging 
dense samples.

Researchers have recently discovered that if a modulation layer is 
added before or after the sample, the modulation light carries more 
high-frequency information of the sample, which may result in higher 
resolution reconstruction if combined with a suitable iterative algo
rithm. Modulating the light source by a scattering layer, such as a mask 
[16-20] or a spatial light modulator (SLM) [21-25], can effectively 
enhance the resolution of lensless on-chip microscopy. Previous studies 
have unveiled the influence of the modulation feature size of the scat
tering layer on the resolution of reconstructed images [26]. Small 
modulation feature sizes contribute to the improvement of imaging 
quality. Most SLMs are manufactured using liquid crystal materials, and 
there is crosstalk between adjacent pixels, resulting in errors in the 
modulation process [21,22]. Consequently, the wavefront modulation 
by the SLM is coarse, which results in poor imaging quality [26]. To 
address this issue, Zheng et al. replaced the protective glass plate of the 
image sensor with a goat blood cell smear to modulate the diffracted 
light from the sample through secondary diffraction, and reconstructed 
the sample using the rPIE algorithm [27]. Goat blood cells are cost- 
effective and possess the smallest size among animal blood cells (2 ~ 
3 μm). However, these cells exhibit varying absorption characteristics 
for different wavelengths of light, and the modulation size is still larger 
than the pixel size of the sensor. Another potential option to achieve 
finer modulation feature structures than blood cell layers is a disordered 
engineering surface with phase scattering and intensity absorption [28]. 
Nonetheless, sub-micron level precise surface structures incur high 
production costs.

The scattering layer usually has a fixed scattering pattern, so it is 
necessary to use a displacement device to generate relative displacement 
between the sample and collect more holograms with diffraction di
versity. In 2022, Chang et al. moved the scattering layer to 150 positions 
to capture images [17]; In 2023, Zheng et al. moved the integrated 
sensor to 225 previously calibrated positions to capture images [26]. 
The above scattering multiplexing technologies both rely on high- 
precision displacement platforms to collect hundreds of diffraction in
tensity images in order to achieve super-resolution image reconstruc
tion, which greatly increases the image acquisition time and 
computational complexity of the reconstruction process.

The forward and backward models in scattering multiplexing both 
involve two diffraction processes [17], making iteration more time- 
consuming. Ptychography iterative engine (PIE) is swiftly developing 
into a mainstream technique for phase imaging that uses iterative al
gorithms to reconstruct an image of a specimen from a series of 
diffraction patterns, and has been further extended to new versions such 
as ePIE and rPIE [29]. The transmittance function of the scattering layer 
and its position relative to the sample are often not known. It requires 
more computational resources and time to recover both the trans
mittance function of the scattering layer and the sample from an in-line 
hologram captured by an image sensor. Meanwhile, the iterative 
updating method between the scattering layer and the object makes the 
convergence process prone to oscillations, aggravating the instability of 
convergence.

This paper presents a lensless on-chip holography technique based 
on three-color LED array illumination and scattering multiplexing for 
wavefront modulation. This technique surmounts the limitations asso
ciated with image sensor pixel size, enabling sub-pixel super-resolution 

imaging. By coating the image sensor surface with a layer of polystyrene 
microspheres with diameters much smaller than the sensor pixel, a 
scattering layer is obtained. The array illumination induces relative 
displacement between the sample and the scattering plane, enabling 
different modulation patterns and providing richer constraints for the 
reconstruction process. The combination of illumination from multiple 
angles and multiple wavelengths, and scattering layers can generate 
more differences of diffraction information in fewer holograms, greatly 
enriches the diffraction diversity. To reconstruct super-resolution im
ages, we propose a new ptychography reconstruction algorithm based 
on dual amplitude gradient descent (DAGD) that separates the updates 
of the scattering layer and the sample into two processes, achieving 
rapid reconstruction with fewer iterations and stable convergence. 
Compared with existing technologies, we use an inexpensive LED array 
for illumination, only requiring 12 holograms to be recorded without 
precise displacement or angle calibration. The reconstruction algorithm 
converges faster, breaking through the limitations of pixel size (1.67 μm) 
and achieving pixel super-resolution of 1.23 μm. This approach provides 
a low-cost and high-efficiency technical solution for portable lensless on- 
chip microscopy imaging systems.

2. Method

The holographic imaging system is comprised of an LED array, which 
consists of four sets of emitting chips arranging in 2 × 2 and with a 
spacing of 5 mm. Each set includes three chips emitting red, green, and 
blue light, with a chip spacing of 1 mm. The central wavelengths of these 
three chips are 625 nm, 525 nm, and 470 nm, each with a full width at 
half maximum (FWHM) of about 30 nm. This system also incorporates a 
sample, a scattering layer, and an image sensor. The schematic structure 
of the platform is shown in Fig. 1(a). To avoid resolution reduction 
caused by the increased diffraction distance due to the addition of an 
extra scattering plane inserted between the sample and the image sensor 
as in Ref. [17], we directly coat a layer of polystyrene microspheres (d =
0.5 µm, n = 1.59) on the protective glass surface of the image sensor. 
First, 0.5 µL polystyrene microsphere original solution is pipetted out 
using a pipette, and a certain amount of water is added for dilution. 
Subsequently, 0.5 µL diluted mixture is dispensed onto the glass surface 
using a pipette, and the solution is spread evenly across the surface using 
the edge of a coverslip. Finally, a heat gun is employed to evaporate the 
solution, allowing the microspheres to be immobilized on the glass 
surface, as depicted in Fig. 1(b). To prevent the liquid from being blown 
away by the heat gun, a cover glass can be placed over the sensor before 
heating. The concentration of the microsphere solution can be adjusted 
to modify the distribution density of microspheres on the glass slide as 
required.

2.1. Diffraction model

The distance between the LED array and the sample is set to 20 cm, 
while the distance from the sample to the image sensor is less than 1 mm, 
allowing the illumination light to be reasonably approximated as a plane 
wave. The maximum distance between the emitting chips is 8.6 mm (5 
mm in the longitudinal direction and 7 mm in the lateral direction), and 
based on geometric relationships, the shifts of the holograms due to the 
translation of the light source are calculated to be less than 43 µm 
(approximately 26 pixels). The image sensor used has a resolution of 
3872 × 2764 pixels, which is two orders of magnitude larger than the 
hologram shifts. Therefore, the illumination from each LED group can be 
approximated as vertical incidence, allowing us to describe the holo
gram generation through the classical angular spectrum diffraction 
model. Prior to sample placement, we captured the diffraction intensity 
patterns generated by the polystyrene microspheres layer using the 
image sensor: 
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P(x, y) represents the complex transmittance function of the scattering 
plane. k represents the illumination order of different LEDs in the array. 
(x, y) and (fx,fy) are coordinates in spatial and frequency domain, 
respectively. F and F− 1 represent Fourier transform and inverse Fourier 
transform, respectively. H is the angular spectrum diffraction transfer 
function as in Eq. (2), and z1 is the distance between the scattering plane 
and the sensor plane. λs=1,2,3 represent different incident light wave
lengths, which are 625 nm, 525 nm, and 470 nm, respectively. The 
intrinsic noise of the sensor is represented by η, and y1 is the recorded 
hologram of the scattering layer. Place the sample in front of the image 
sensor. The diffraction process of the object wave onto the scattering 
layer plane can be described as: 

uk
1(x, y) = F− 1

{
H(fx, fy, z2, λs)⋅F{O(x, y)}

}
(4) 

O(x, y) represents the complex distribution of the sample. z2 is the dis
tance from the sample to the scattering plane. When the diffracted light 
reaches the scattering plane, it is modulated again by the polystyrene 
microspheres, followed by a second forward diffraction propagation, 
which can be described as: 

uk
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During measurement, LED chips are sequentially illuminated in a 
clockwise direction, starting from the top right corner. In the k-th 
measurement, the relative displacement between the sample and the 
scattering layer changes due to the distance between the currently 
illuminated LED chip and the one illuminated in the previous mea
surement. The change in relative displacement compared to the first 
measurement is defined as (Δxk, Δyk). The intensity distribution of the 
object wave collected by the image sensor after two diffractions y2 can 
be described as: 

yk
2 =

⃒
⃒uk

2(x, y)
⃒
⃒2 + η (6) 

Many studies suggest that sensors have two main impacts on the 
resolution of on chip holography: the limited capture range of sensors 
leads to the loss of high-frequency information of diffracted light, and 
the limited pixel spacing leads to under-sampling of holograms. The 
microsphere scattering layer used in this paper has a certain improve
ment effect on both of issues. First, the scattering layer converts the large 
diffraction angle of the object light wave into a smaller diffraction angle, 
allowing more high-frequency diffraction light to enter the capture 
range of the sensor. As depicted in Fig. 1(c), owing to the modulation 
effect of the scattering layer, the angular range within which the 
diffraction sub-waves of the specimen can be detected by the image 
sensor is extended from θ1 to θ2. Second, the scattered particles have a 
modulation feature size that is much smaller than the sensor pixel size, 
which provides fine wavefront modulation. The array light source 

Fig. 1. Lensless on-chip microscopy based on LED array illumination and microsphere scattering layer. (a) is the system diagram, and (b) shows the recording system 
and the arrangement of emitting chips in LED array. (c) depicts the principle of the modulation by the scattering layer, where z1 is the distance from the protective 
glass to the photosensitive film, z2 is the distance from the sample to the protective glass. θ1 is the diffraction angle range that can be captured by the sensor without 
modulation, and θ2 is the diffraction angle range that can be captured by the sensor after modulation by the scattering layer.
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illumination produces relative displacement with the sample to change 
the modulation mode, providing more constraints for the iterative pro
cess in super-resolution reconstruction.

2.2. Reconstruction algorithm

We introduce a ptychography reconstruction algorithm based on 
dual amplitude gradient descent (DAGD) [30], which is inspired from 
the update process of rPIE [17,29]. We propose to use both the 
diffraction intensity maps of the scattering layer and the sample 
modulated by the scattering layer as dual constraints for reconstruction. 
During the iterative reconstruction process, we update the information 
of the scattering layer and the sample separately, and find the optimal 
solution of the objective function. Firstly, we update the distribution 
function of the scattering layer using the diffraction intensity maps of y1: 
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∇f is the amplitude error function. D is the down-sampling process. D⋆ is 
the up-sampling process. B1 is the reverse diffraction process of z1. t is 
the number of iterations. τt is the correction step size for the t-th itera
tion, and the initial value is usually set to 2. To ensure convergence 
speed and prevent missing the nearest neighbor interval of the optimal 
solution due to excessive step size, τt is set as an adaptive adjustment 
step size related to reconstruction error. Then we use the updated 
scattering layer and the diffraction intensity maps of y2 to reconstruct 
the objective function: 
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B2 is the reverse diffraction process of z2. α is a regulatory factor that 
adjusts the convergence stability for different brightness regions, and it 
is empirically set to 0.25. Eq. (10) is an innovative design based on the 
rPIE reconstruction algorithm. In each iteration of reconstruction pro
cess, the distribution function of the scattering layer is updated using the 
diffraction intensity map y1 as shown in Eqs. (7) and (8), and then the 

object function is updated using the diffraction intensity map y2 as 
shown in Eqs. (9) and (10). Compared to the conventional strategy of 
updating the sample and scattering layer [17,29], this approach in
troduces y1 as a new iterative constraint, which can effectively eliminate 
the mutual coupling between the sample and scattering layer 
throughout the propagation process, making the updating process of the 
sample function have better convergence. Meanwhile, using two sets of 
diffraction intensity maps as constraints can make the reconstructed 
results closer to the true values. The complete algorithm flowchart is 
shown in Fig. 2.

3. Simulation results

A suspension of polystyrene microspheres is coated on the surface of 
the CMOS protective glass to form a microsphere scatter layer, whose 
distribution can be considered random. Therefore, a two-dimensional 
random matrix M(x, y) is established to simulate the scattering layer, 
with each element of the matrix being either 0 or 1, where 0 represents a 
microsphere. Hence, the ratio of the count of all 0 elements to the total 
number of elements in the matrix is the distribution density of the mi
crospheres. When there is no scattering layer, the matrix is an all-one 
matrix. Polystyrene microspheres have a certain degree of trans
parency and generate phase difference. In order to better simulate the 
distribution of microspheres in real scenes, we assume that the trans
mittance of the pixel points covered by scattering particles is 0.8 and the 
phase difference is π/2, so the complex function P(x, y) of the scattering 
layer is set to: 

P(x, y) = (0.8 + 0.2 × M(x, y)) × exp
(

j
π
2
× M(x, y)

)
(11) 

We perform simulations and compare the results by using the con
ventional method [5], the super-resolution reconstruction without a 
scattering layer and the proposed super-resolution reconstruction based 
on scattering multiplexing. The pixel size of the images and scattering 
layer is set to 1.1 µm, and the pixel size of the image sensor is set to 2.2 
µm to simulate 2 × under-sampling. The distance z1 between the scat
tering plane and the sensor, as well as the distance z2 from the sample to 
the scattering plane were both set to 0.5 mm. The results in Fig. 3(a1) 
show that without using a scattering layer (i.e., the scattering layer 
matrix is an all-one matrix), the reconstruction obtained using the 
conventional method can only resolve group (7) element 1, whereas the 
reconstruction achieved using four illumination angles combined with a 
2 × super-resolution algorithm can resolve group (7) element 4, as 

Fig. 2. Flowchart of the reconstruction algorithm based on the dual amplitude gradient descent strategy. Orange arrow represents the physical forward diffraction 
process, the blue arrow is the simulated backward diffraction process, and the purple arrow is the simulated forward diffraction process.
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shown in Fig. 3(b). Subsequently, we generate a scattering layer matrix 
with a distribution density of one-thousandth. Using the same four 
illumination angles and the proposed 2 × super-resolution reconstruc
tion based on DAGD, the results indicate that the group (7) element 5 
can be clearly resolved in Fig. 3(c). The comparison results indicate that 
the super-resolution reconstruction algorithm based on scattering mul
tiplexing effectively enhances the imaging resolution of lensless on-chip 
microscopy systems.

Furthermore, we analyze the influence of the density of microspheres 
on the imaging resolution. As shown in Fig. 3(c), (d) and (e), the 
reconstructed images with a scattering modulation unit density of 0.001, 
0.005 and 0.01 are clear, indicating that the density within this range 
would also yield good reconstruction results. This suggests that the 
modulation unit density has a broad range of variability, which conse
quently lowers the precision requirements for preparing and applying 

the polystyrene microsphere suspension in experimental settings. When 
the modulation unit density becomes extremely large, as evident from 
the reconstruction results shown in Fig. 3(f) and (g) for unit densities of 
0.1 and 0.5, there is a significant degradation in imaging resolution. This 
is due to the highly overlapping diffraction gratings produced by the 
dense modulation units, which submerge the sample signal in noise. The 
results of comparative experiments indicate that there is no strict 
requirement for the density of modulation units in the scattering layer, 
but it is necessary to avoid overly dense arrangements that can produce 
larger amounts of noise.

The number of incident angles of the illumination light is also an 
important factor that affects the reconstruction performance. Within the 
range of small angle changes that are approximately along the vertical 
direction relative to the incidence, when there are more such vertical 
incidence angles, multiple relative displacements will occur between the 

Fig. 3. The enhancement of resolution by the scattering layer and the impact of the scattering layer’s distribution density on the reconstruction results. (a1) is the 
reconstruction result with no scattering layer and no super-resolution algorithm, and (a2) depicts the ground truth. (b1-g1) correspond to the diffraction intensity 
patterns for different densities of scattering layers. (b2-g2) are the reconstruction results for the respective densities of scattering layers, and (b3-g3) represent their 
locally magnified views.

Fig. 4. Effect of number of incident angles on reconstruction results. (a1-d1) show the reconstruction results with different number of incident angles, and (a2-d2) 
correspond to the locally magnified views of them, respectively.
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scattering layer and the sample, which can result in the formation of 
more modulation patterns. These relative displacements can be obtained 
through a simple image registration algorithm, obviating the need for 
any correction of the incident angle. We set the modulation unit density 
of the scattering layer to 0.001 and perform simulations with 1, 2, 4, and 
8 incident angles. To verify that the reconstruction algorithm does not 
require precise angle information, the incident angles are set to random 
numbers near 90 degrees. The reconstruction results are shown in Fig. 4. 
When only one incident angle is used, the imaging resolution can only 
reach the group (7) element 3, as shown in Fig. 4(a). As the increasing of 
incident angle numbers, the reconstruction results approach the ground 
truth, as shown in Fig. 4(a)-(d). This demonstrates that the proposed 
multi-angle illumination module can provide angle information for the 
reconstruction process, which significantly enhances the imaging reso
lution of the system without the need for any calibration, thus improving 
experimental efficiency. Although we employed the multi-wavelength 
phase retrieval reconstruction method, which effectively suppresses 
the inherent twin image interference in in-line holography, the recon
structed results still exhibit some ringing artifacts.

4. Experiment

We conduct resolution testing by using a USAF 1951 resolution 
target. The CMOS senor is DMK 27AUJ003 (3872× 2764, pixel size =
1.67 µm) and its effective imaging area is 6.47× 4.62mm2. The two 
diffraction distances can be rapidly and accurately obtained using the 
autofocus algorithm (NoG) [31], where the distance z1 between the 
scattering layer and the sensor is 460 µm, and the distance z2 from the 
sample to the scattering layer is 100 µm. We first sequentially light a 
group of RGB LED and capture three holograms with three colors. We 
reconstruct the amplitude distribution using the conventional multi- 
wavelengths reconstruction method [5], the results of which are 
shown in Fig. 5 (a). Due to the limitations of the image sensor pixel size, 

line patterns in group (8) and (9) are completely blurred and indistin
guishable. The conventional method is only able to resolve group (7)
element 6, with an imaging resolution of 2.2 µm.

Then, we sequentially light all of the 4 × 3 LED chips and capture the 
12 holograms without a scattering layer for 4 × super-resolution 
reconstruction. This operation successfully resolves group (8) element 3, 
corresponding to a resolution of 1.55 µm, as shown in Fig. 5 (b). Next, we 
apply a layer of polystyrene microsphere suspension (with a diameter d 
= 0.5 μm) on the protective glass surface of the image sensor and dry it 
with a hot air gun to fix the microspheres on the glass surface. We 
capture the diffracted intensity patterns of the scattering layer under the 
illumination of 12 LED chips for the proposed super-resolution algo
rithm based on DAGD for scattering multiplexing, one of which is shown 
in Fig. 5(c). We then place the sample on the scattering layer, and 
capture the 12 holograms under sequential illumination of the LED 
array. We perform the reconstruction by using the proposed super- 
resolution algorithm based on scattering multiplexing, which results 
an imaging resolution of 1.23 µm. Compared to the pixel size of the 
sensor, it achieves 1.36 times pixel super-resolution. This is a 1.79-fold 
improvement over the conventional method and a 20 % improvement 
over the results without a scattering layer.

To verify the impact of microsphere distribution density on the 
reconstruction results, we conduct a comparative experiment. By 
significantly increasing the density of the polystyrene microspheres in 
the experiment, the degree of overlap in the diffraction patterns of the 
scattering layer becomes extremely high, as shown in Fig. 5 (d1). This 
leads to the reduction of the resolution to 1.55 µm. Simultaneously, the 
contrast and clarity of the reconstructed image undergo severe degra
dation, causing some sample information to be submerged in the back
ground noise, as shown in Fig. 5 (d2). It is worth noting that the vertical 
resolution displayed is slightly higher than the horizontal resolution in 
Fig. 5, which is due to the arrangement of the emitting chips in the LED 
array as shown in Fig. 1(b). The number of displacements of the 

Fig. 5. Reconstruction results of a USAF 1951 resolution target obtained by different reconstruction algorithms. (a1) is the reconstruction result of the conventional 
method, and (a2) is the locally magnified view. (b1-d1) are diffraction intensity patterns for different densities of scattering layers. (b2-d2) are the reconstruction 
results for the respective densities of scattering layers. (e) is the reconstruction result of rPIE algorithm. (f) shows the error function curves of the rPIE algorithm and 
the proposed DAGD algorithm.
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holograms in the vertical direction exceeds that in the horizontal 
direction.

We employed an up-sampling rate M = 4 in the recovery process and 
reconstructed a squared FOV with 650 by 650 pixels. At each iteration, 
the recovery process requires a memory size of ~103 MB, and the 
reconstruction time taking 5 iterations is 450.8 s (CPU: AMD Ryzen 7 
5800H with Radeon Graphics, 3.20 GHz). The use of a high-performance 
GPU can significantly reduce the computation time. The comparative 
experiments have demonstrated the effectiveness of the super-resolution 
reconstruction algorithm based on DAGD, but care should be taken to 
avoid excessive overlap of diffraction patterns due to too high a distri
bution density of microspheres during the production of the scatterer 
layer, which could affect the quality of the reconstruction accuracy in 
turn.

We compare the proposed method with the conventional ptychog
raphy imaging algorithm rPIE [17,29]. The results show that although 
rPIE can ensure an overall decrease in error, there are relatively obvious 
oscillations in error during the iteration process. Analyzing the reasons, 
the wavefront diffracted from the sample into the scattering layer is 
updated interactively with the transmittance function of the scattering 
layer. This update way causes obvious oscillations in error, resulting in 
slow convergence speed. As shown in Fig. 5 (f), the proposed DAGD 
method outperforms rPIE in terms of convergence stability and recon
struction accuracy, as only one iteration is sufficient to bring the error to 
a very low level. We also compared the proposed method with two other 
ptychography imaging reconstruction algorithms, BPD2O [17] and iAPG 
[17,32]. Both methods utilize a laser as the light source and reconstruct 
holograms by moving a diffuser to 30 different positions and capturing 
holograms. They reported an imaging resolution of 1.23 µm with a 
sensor pitch 1.67 µm. In contrast, our method employs a cost-effective 
LED array as the light source and achieves the same imaging resolu
tion by capturing only 12 holograms. In terms of algorithm complexity, 
our method incorporates an additional constraint with the hologram y1 
of the scattering layer, which entails one more gradient update step 
compared to the other two methods. However, since only 12 updates are 
required in each iteration, the reconstruction time per iteration is 
reduced. Under the same computational resource, the single iteration 
time of the proposed method is 90.1 s, whereas BPD2O and iAPG are 
109.9 s and 117.6 s, respectively. Furthermore, due to the richer 
diffraction diversity of holograms, our method achieves satisfactory 
reconstruction quality with only five iterations, much less than the other 
two methods.

We conduct biological sample testing using a cross section of pine 
stems. Fig. 6(a) exhibits the full-field hologram of the section acquired 
by the image sensor, with the imaging fields of view (FOVs) for 4×, 10×, 
and 20 × microscope objectives labeled. Compared to traditional lens- 
based microscopy, the lensless on-chip microscopy system reveals a 
larger FOV. Fig. 6(b) shows the reconstruction results from the lensless 
on-chip system and the observation under a 20 × microscope objective 
for the same area of the section. The resolution test results mentioned 
previously indicate that the reported microscopy system is capable of 
achieving an imaging resolution of 1.23 µm, surpassing the resolution of 
a 10x microscope objective (NA = 0.2). Fig. 6(c) presents a comparison 
between the results of the conventional reconstruction algorithm and 
the proposed super-resolution reconstruction algorithm based on DAGD. 
The results indicate a significant improvement in image resolution, with 
the internal grid structure of the slice becoming clearer.

The technique still has room for improvement. For example, the 
insufficient coherence of the light source will affect the imaging reso
lution to some extent, including the temporal coherence determined by 
the light source bandwidth and the spatial coherence determined by the 
emission area [33]. The spectral bandwidth of the LEDs currently used is 
about 30 nm. The lateral size of the LEDs is 500 µm, and the distance 
from the LED array to the sample is set to 20 cm. The ratio of the lateral 
size of the light source to the distance from the light source to the sample 

reaches 2.5 × 10− 3, making it still a factor limiting imaging resolution. 
Smaller emitting chips and narrowband filters may effectively enhance 
the coherence of the light source. Regarding computational time, the 
reconstruction algorithms still require substantial computational re
sources, making real-time reconstruction challenging. In the future, 
integrating deep learning methods could be explored to improve the 
efficiency of the reconstruction process.

5. Conclusion

The super-resolution algorithm based on scattering multiplexing and 
the illumination method using an array light source significantly en
hances the imaging resolution of lensless on-chip microscopy systems. 
The fine modulation of the sample wavefront is achieved at an extremely 
low cost by applying a scattering layer formed from polystyrene mi
crospheres. Through simulation and experimental validation, we 
demonstrate the effectiveness of the proposed algorithm in improving 
resolution. We also analyze the impact of different densities of scattering 
layer and the number of angles used in array illumination on recon
struction quality, providing guiding suggestions for the practical appli
cation of the system. Moreover, the independent update of the scattering 
layer and the sample effectively suppresses oscillation issues during 
iteration and greatly improves convergence efficiency. It achieves 1.36 
times pixel super-resolution compared with the pixel size of the sensor 
and reaches the resolution of 1.23 μm under partially coherent light 

Fig. 6. Reconstruction results of a cross section of pine stems. (a) exhibits the 
full-field hologram (6.47× 4.62mm2) with labeled FOV of 4×, 10×, and 20 ×
microscope objectives from a conventional microscope. (b1) − (b2) show the 
reconstruction results from the lensless on-chip system and the observation 
under a 20 × microscope objective for the same area of the section. (c) presents 
the results of the conventional reconstruction algorithm and the proposed 
super-resolution reconstruction algorithm based on DAGD.
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illumination condition. Additionally, the system requires no calibration 
process and offers advantages such as compactness and simplicity, 
providing technical support for low-cost, high-resolution lensless on- 
chip microscopy systems.
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