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Abstract: Three-dimensional (3D) reconstruction is an essential task in structured light field
(SLF) related techniques and applications. This paper presents a new method to reconstruct a
3D object point by using many auxiliary points adjacent to it. The relationship between two
points in a SLF system is derived. Different from conventional “direct” methods that reconstruct
3D coordinates of the object point by using phase, slope, disparity etc., the proposed method is
an “indirect” method as the 3D coordinates of auxiliary points are not needed. Based on the
auxiliary point theory, the wrapped phase obtained by 4-step phase-shifting method is sufficient
for 3D reconstruction, without the need for phase unwrapping. To the best of our knowledge,
this is the first strategy that combines the intrinsic characteristics of structured light and light
field for phase-unwrapping-free 3D reconstruction. This paper also analyzes the constraints
between system architecture parameters and phase rectification, phase to depth ratio, and presents
a relatively simple criterion to guide the system design. Experimental results show that, with an
appropriate system architecture, the proposed method can realize accurate, unambiguous, and
reliable 3D reconstruction without phase unwrapping.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Over the past decades, three-dimensional (3D) reconstruction has found wide applications in
medicine, industry, etc., and various techniques have been proposed such as passive stereo vision
and light field [1–7], active structured light [8–12] and structured light field [13–21]. Light field
is a high-dimensional function that records 4D data and enables 3D reconstruction or depth
estimation. Numerous algorithms have been developed based on the special properties of light
field, including some matching-based methods [22,23], cues-based methods [24,25], EPI-based
methods [6,26] and Learning-based methods [2,27]. As an upgraded version of structured light
and light field technology, the structured light field (SLF) imaging has gained more and more
attention due to the advantages of both structured light and light field characteristics, but at the
cost of spatial resolution. A typical SLF imaging system consists of a projector and a light
field camera. On one hand, compared to conventional structured light systems, the light field
camera is able to record both spatial and angular distributions of light rays simultaneously when
capturing fringe patterns modulated by objects. On the other hand, compared to passive light
field technologies, the SLF imaging system benefits a lot from additional information of phase
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encoding, and could achieve more accurate, real-time 3D reconstruction results. More cues have
great potential to realize more distinguished 3D reconstruction.

Recently, many methods based on SLF have been proposed to achieve 3D reconstruction. In
general, these methods use different strategies to combine different information that belongs to
the structured light and light field. In 2016 and 2018, Zewei Cai, et al. [13,15] proposed a SLF
imaging system using a Lytro light field camera instead of a 2D classical camera. After calibrating
every light ray with spatial and angular parameters independently, 3D reconstruction was achieved
based on phase mapping and ray constraint where the object points on a recorded light ray in
light field are encoded by different phase. The method is a little similar to epipolar geometry
principles, which combines angular information in light field and phase information in structured
light, and uses angular information to eliminate phase ambiguity. A similar method was proposed
by Feng, et al. [19] in 2021, where the sub-aperture image was extracted as multi-directional
image first, and multi-directional phase-depth map was used for 3D reconstruction. Later, Cai, et
al. carried out more studies and proposed different combination strategies for 3D reconstruction
based on the SLF imaging system. In 2019, Cai, et al. [16] proposed angular defocus strategy
that combines correspondence cue in the structured light and angular variance in the light field.
The phase correspondence was used to search for non-ambiguous depths and the angular cue was
weighted with phase to improve depth. In 2019, we also proposed a combination strategy for
3D reconstruction in the SLF imaging system [17,28]. We substituted phase consistency with
radiance consistency in epipolar image, so that achieved 3D reconstruction after calibration. The
combination strategy was also used by Xiang, et al. [21], but they used beetle antennae search
optimization to determine the optimal slope in epipolar image. A single-shot 3D reconstruction
method was also proposed by Cai, et al. [18]. The method uses defocus strategy and substitutes
structured illumination with natural light variance directly, which is obtained by sinusoidal
distribution in the fringe pattern. The strategy similar to defocusing was used by Fu, et al. [20] in
their light-sheet based structured light field microscopy in 2021. They captured sinusoidal SLF
images and proposed deconvolution and HiLo algorithms to achieve fast volumetric imaging.

The challenge of 3D reconstruction in the SLF imaging system is how to combine the structured
light and light field information more effectively and perform 3D reconstruction more accurately.
Therefore, new method or combination strategy is still an attractive research topic. This paper
first introduces the Varied Auxiliary Point (VAP), and then proposes a new 3D reconstruction
method to compute 3D coordinates of an object point by using the relationship between the
object point and a large number of VAPs adjacent to it. The absolute unwrapped phase map is not
required to distinguish these points since only the adjacent VAPs are used. In other words, the
wrapped phase map is sufficient for 3D reconstruction, therefore phase unwrapping procedure is
not needed. To the best of our knowledge, this is a new strategy of combining the characteristics
of structured light and light field for phase-unwrapping-free 3D reconstruction. This paper
also analyzes the constraints between system architecture and 3D reconstruction performance
quantitatively, and presents a relatively simple parameter N to guide system design. Experimental
results demonstrate the proposed Varied Auxiliary Point-based 3D reconstruction method and
quantitative analysis for the SLF imaging system are effective and reliable.

2. Method

2.1. VAP-based 3D reconstruction method

The principal architecture of light field imaging model is divided into angular plane by the main
lens and spatial plane by the MLA, as shown in Fig. 1. The angular plane and spatial plane are
parallel to each other, which form the two-parallel-plane (TPP) model of the light field imaging
system. Note that the scale of MLA in Fig. 1 is magnified to describe the imaging process clearly
and only the focused light field camera is considered in this paper. The camera coordinate system
(Oc, XcYcZc) is defined as follows. Origin Oc is located at the optical center of the main lens,
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Zc-axis points towards the object space (Z> 0), and Xc and Yc-axis point upward and out of the
Fig. 1, respectively. The other coordinate systems used in this paper are described in Table 1 and
follow the same convention as the coordinate system (Oc, XcYcZc).

Fig. 1. VAP-based 3D reconstruction model.

Table 1. Notation of symbols in the light field model

(Oc, XcYcZc) Om − XmYm Oi − XiY iZi

Camera coordinate system MLA coordinate system Image coordinate system

Ow − XwYwZw L(S, T , X, Y) L(s, t, x, y)

World coordinate system Light field in TPP model Decoded light field

Without loss of generality, let P0 and P1 denote two points in the object space of the main lens.
All light rays emitted by P0, P1 pass through the main lens and converge at the image points Pe

0,
Pe

1 in the image space of the main lens, respectively. As shown in Fig. 1, some light rays of P0, P1
pass through a certain sub-aperture A(sa, ta) of the main lens, where (sa, ta) are the coordinates of
the sub-aperture in the main-lens, head to two microlens of MLA plane and converge at two image
points Pm

0 (x
m
0 , ym

0 ), Pm
1 (x

m
1 , ym

1 ), respectively. Based on light field principles, Pm
0 and Pm

1 are in the
same sub-aperture image I(sa,ta)(X, Y) that constructed by fixing angular coordinates as (sa, ta). In
the microlens image I(xm

1 ,ym
1 )
(S, T) corresponding to Pm

1 (constructed by fixing spatial coordinates
as (xm

1 , ym
1 )), the light ray emitted by P1 heads to Pi

1, which passes through sub-aperture A, Pe
1

and Pm
1 . Based on light field principles, an object point in the scene may appear multiple times in

the image plane. We assume one of image points of P0 is in the microlens image I(xm
1 ,ym

1 )
(S, T)

and denoted as Pi
0, whose ray is emitted by P0 and passes through another sub-aperture B(sb, tb)

and Pe
0. The assumption is true when P0 and P1 are close in the scene. In the sub-aperture image

I(sa,ta)(X, Y), we define the distance between Pm
0 and Pm

1 is ∆xm pixels, and the distance between
Pi

0 and Pi
1 in microlens image I(xm

1 ,ym
1 )
(S, T) is ∆xi pixels. Therefore, in the image space of the

main lens, the distance between Pm
0 and Pm

1 is product of ∆xm and pitch d of microlens in MLA,
and the distance between Pi

0 and Pi
1 is product of ∆xi and pixel size q of picture sensor, as shown

in Fig. 1. More details about pitch d and pixel size q are shown in Fig. 3.
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∆ABPe
0 and ∆Pm

1 Pm
0 Pe

0, ∆ABPm
1 and ∆Pi

1Pi
0Pm

1 are both similar triangles, thus the relationship
between the distances of the image points of P1 and P0 in sub-aperture image and microlens
image can be drived as Eq. (1). Full details are given in Appendix 1.

q∆xi

d∆xm
= −

Ze
0b

(h′
m + Ze

0)h
′
m

(1)

where Ze
0 is z-axis coordinate of Pe

0, h′
m is the distance between main lens and MLA, b is the

distance between MLA and picture sensor. By re-writing Eq. (1), Ze
0 can be derived from the

relationship between the image points of P0 and P1 in a sub-aperture image and a microlens
image. Furthermore, as Pe

0 is the image point of P0, we could obtain Zc
0 by Gaussian formula in

Geometrical optics and Xc
0, Yc

0 by the light field imaging principle, as depicted in Eq. (2).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Zc

0 =
qh′mhmk

qh′mk−hmbd

Xc
0 =

d
h′m
(x − x0)Zc

0

Yc
0 =

d
h′m
(y − y0)Zc

0

(2)

where k is the ratio of ∆xi over ∆xm in Eq. (1), hm is the distance between the focal plane of main
lens and main lens plane, Os(x0, y0) are coordinates of the center point of the sub-aperture image.
Therefore, for a point P0 in the scene, as long as we find another point P1 adjacent to it, we can
derive the 3D coordinate of P0 by determining their image points in a sub-aperture image and a
microlens image, simultaneously. It is fundamental to the proposed method in this paper.

In SLF imaging system, we substitute 4D light field ϕ(s, t, x, y) with L(s, t, x, y), where ϕ is the
wrapped phase derived from the structured light. For a light ray ϕ(sb, tb, x1, y1) emitted by P0, as
shown in Fig. 1, its image point in the microlens image I(x1,y1)(S, T) is Pi

0(sb, tb). We can pick
another point Pi

1(sa, ta) in this microlens image, then another light ray ϕ(sa, ta, x1, y1) emitted by
P1 is obtained. It’s obvious that the image point of P1 in the sub-aperture image I(sa,ta)(X, Y) is
Pm

1 (x1, y1). In the same sub-aperture image, if the image point Pm
0 (x0, y0) is determined, we can

obtain Ze
0 based on Eq. (1) by computing ∆xm and ∆xi.

In conventional phase-based 3D reconstruction method, it is necessary to get unwrapped
absolute phase in the whole object to be measured. While in the proposed method, 3D
reconstruction can be performed as long as two points can be distinguished in the microlens
image and sub-aperture image. Based on light field principles, microlens image is the image
that forms underneath a single microlens, which is a picture of small region of the scene. When
the SLF imaging system is used, as the small region of microlens image is undoubtedly smaller
than the wavelength of fringe pattern (the number of microlens is much more than that of fringe
pattern periods), the wrapped phase is enough to distinguish two points not only in the microlens
image but also in the sub-aperture image. Therefore, the phase unwrapping procedure is not
required for our method. Furthermore, there are more than one point suitable to be Pi

1 in a
microlens image, and each Pi

1 will lead to a measurement of Ze
0. Measurement robustness and

accuracy of P0 can thus be improved by using optimization methods, such as linear regression.
The proposed method uses P1 to achieve the 3D reconstruction of P0, but P1 is varied and does
not need to be measured, therefore, it is called varied auxiliary point.

2.2. Phase rectification constraint

As mentioned above, this paper only uses wrapped phase to determine the image points of
P0 and P1 in the sub-aperture image and microlens image. Unfortunately, many factors, such
as vignetting, light consistence, etc., may introduce errors to the wrapped phase, thus lead to
inaccurate 3D reconstruction of the SLF imaging system. The phase rectification is usually
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used to reduce errors [17]. Preliminary experimental result shows that the phase rectification
performance is related to the equipment positions of the SLF imaging system, but the relationship
between them is still not clear. In this section, a mathematic model is derived to describe the
relationship between 3D reconstruction performance and the architecture of SLF imaging system.

According to Eq. (2), the depth of P0 is related to the ratio of ∆xi to ∆xm. Let kd denote the
desired slope of the line composed by some pairs of (∆xm,∆xi), as shown by the solid line in
Fig. 2, then the depth ground truth can be deduced by kd.

Fig. 2. Error analysis about phase rectification constraint

The wrapped phase error leads to Pm
0 deviation in the sub-aperture image, thus decreases the

accuracy of ∆xm. Let e denote the maximum error of ∆xm, then the maximum deviation of every
pair of (∆xm,∆xi) is (∆xm − e,∆xi) (square points) or (∆xm + e,∆xi) (triangle points), as shown in
Fig. 2. Therefore, the real slope k corresponding to the desired kd is in a certain upper and lower
bounds kmin and kmax which can be derived as in Eq. (3). Full details are given in Appendix 2.⎧⎪⎪⎨⎪⎪⎩

kmin =
U1k2+U2k

U3k2+2U1k+U2

kmax =
−U1k2+U2k

U3k2−2U1k+U2

(3)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
U1 = e

∑︁
∆xj

i

U2 =
∑︁
∆xj

i
2

U3 = ne2

(4)

where n is the number of pairs of (∆xm,∆xi) got in sub-aperture images and microlens images. As
the function in Eq. (2) is monotonic, the depth Z0 of P0 is also bounded. For the sake of simplicity,
only the mathematic model of kmin is derived in this section, and the model of kmax can be derived
in the same way. In phase rectification, coordinates of P0 are obtained from the real slope k based
on Eq. (2) and re-projected to the projector plane, and the phase rectification principle constrains
the scope of re-projection errors [17]. In other words, the maximum re-projector error in the
projector plane caused by the maximum slope error is less than half fringe pattern wavelength.
This relationship can be derived based on SLF imaging principles, which is described as follows|︁|︁|︁|︁|︁ N(ACU3k3

d + ACU1k2
d)

F3k3
d + F4k2

d + F5kd + F6

|︁|︁|︁|︁|︁ ≤ dpw
2h′

pTN
(5)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

F3 = D1A2U1 + 2D2ABU1 + D2ACU3 + D3B2U1 + D3BCU3

F4 = D1A2U2 + 2D2ABU2 + 3D2ACU1 + D3B2U2 + 3D3BCU1 + D3C2U3

F5 = 2D2ACU2 + 2D3BCU2 + 2D3C2U1

F6 = D3C2U2

(6)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

N =
[︂

d
h′m

r7(x − x0) +
d

h′m
r8(y − y0) + r9

]︂
t1 −

[︂
d

h′m
r1(x − x0) +

d
h′m

r2(y − y0) + r3

]︂
t3

D1 = r2
7

d2

h′2m
(x − x0)

2 + 2r7r8
d2

h′2m
(x − x0)(y − y0) + 2r7r9

d
h′m
(x − x0)

+ r2
8

d2

h′2m
(y − y0)

2 + 2r8r9
d

h′m
(y − y0) + r2

9

D2 = r7t3 d
h′m
(x − x0) + r8t3 d

h′m
(y − y0) + r9t3

D3 = t23
A = qh′

mhm

B = qh′2
m

C = −hmbd

(7)

where ri and tj are extrinsic parameters of the SLF imaging system, h′
p is the distance between

the focal plane and main lens of the projector, dp is the equivalent pixel size of projector’s sensor,
w is the number of pixels in the fringe pattern and TN is the number of fringe periods, as shown
in Fig. 3. According to Eq. (5), the re-projected point’s position in the projector plane is related
to coordinates of P0, intrinsic and extrinsic parameters of the SLF imaging system. Therefore,
the relationship in Eq. (5) specifies a constraint for the phase rectification method, which will fail
when unreasonable system architecture is applied.

Fig. 3. The SLF imaging model

The relationship depicted in Eq. (5) is too complicated to determine each parameter of the
SLF imaging system. However, it is not necessary to determine each parameter to meet the
requirement of Eq. (5). t1 in the translation matrix is related to N only, and N is related to the
numerator of Eq. (5) only. Furthermore, t1 and N are both not related to the denominator of
Eq. (5). Therefore, it is possible to meet the requirement above by adjusting N only. To simplfy
the problem, some assumptions regarding the system architecture are made. In general, the
optical axes of the light field camera and projector are parallel to each other, and the fringe
pattern is perpendicular to the system baseline, so that we assume the pitch angle and roll angle
are both zero. Furthermore, by analyzing the parameters’ order of magnitude, we simplify the
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description of N as follows

N ≈ (10−1r7 + r9)t1 − (10−1r1 + r3)t3 ≈ r9t1 − r3t3 (8)

Finally, we obtain a relatively simple parameter N to describe the relationship between the
system architecture and the 3D reconstruction performance. According to Eq. (5), the smaller
N is, the easier phase rectification requirement can be met for better performance. According
to Eq. (8), although N is still related to 4 parameters, we can adjust it by t1 only to meet the
requirement above. Therefore, by adjusting N, we can rectify errors due to vignetting etc. and
improve 3D reconstruction.

2.3. Phase to depth ratio (PDR)

By determining appropriate system architecture, the phase rectification method can work well.
However, due to ambient light condition, nonlinear gamma distortion, etc., some errors may
still exist in the wrapped phase, which cannot be solved by the phase rectification method. This
section, provides an instruction for designing an appropriate system architecture to decrease
errors in the wrapped phase.

In general, when the object point is fixed, the more wrapped phase change, the better 3D
reconstruction performance can be achieved. Similar to signal to noise ratio (SNR), phase
to depth ratio (PDR) is used to describe this characteristics of the SLF imaging system. By
analyzing the imaging procedure, PDR is approximatively expressed as follows. Full details are
given in Appendix 3. |︁|︁|︁|︁∆φ∆Z

|︁|︁|︁|︁ ∝ |N |

|D1Z2
1 + 2D2Z1 + D3 |

(9)

where N, D1 to D3 are shown in Eq. (7). As depicted in Eq. (9), PDR is a linear function about
N. The bigger N is, the more PDR increases, so that we will achieve better performance of
3D SLF imaging. Similar to the analysis of phase rectification constraint, there is no need to
determine every parameters in Eq. (9). Furthermore, compared with Eq. (5), it can be noticed
that the phase rectification and PDR both depend on N, but their requirements are contradictory
in theory, unfortunately. It seems that there is a dilemma about how to adjust these parameters to
determine an appropriate system architecture. To meet the requirement of phase rectification
constraint, smaller N is preferred, while smaller N will decrease PDR according to Eq. (9). In
fact, N can be adjusted to a “median” value to meet both requirements of phase rectification and
PDR simultaneously, then achieve acceptable results of SLF imaging.

3. Experimental results

3.1. VAP-based 3D reconstruction method

A SLF imaging system that mainly consists of a light field camera (Lytro Illum) and a digital
projector (BENQ GP1) is constructed to verify our 3D reconstruction method and system analysis
model, as shown in Fig. 4. The light field camera and projector are movably mounted to horizontal
guides, along which we could adjust N as depicted in Eq. (5) and Eq. (9). In experiments, a
periodic intensity fringe pattern presenting sinusoidal profile is projected onto the sculpture is as
shown in Fig. 4. The periodic pattern and its shifted ones by a specific fraction of wavelength are
recorded by the light field camera. Therefore, 4D raw digital images that contain 15×15 views
are obtained, with a spatial resolution of 434×625 pixels each. In our SLF imaging system, the
amount of shift is a one fourth of the total wavelength 2π.

The calibration of the SLF imaging system is performed by the two-step calibration [29]
method proposed by us before. The calibration board is a pattern with 8 × 8 circles. After
calibration, N and the other parameters in Eq. (5) and Eq. (9) are computed. To verify our 3D
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Fig. 4. The SLF imaging system

reconstruction method based on VAP, an EPI-based [17] method, and a 4-step phase-shifting and
multi-frequency heterodyne method [30] are also used to reconstruct the same sculpture. The
3D reconstruction results computed by 4-step phase-shifting and multi-frequency heterodyne
method are used as ground truth, according to the previous work [17]. The reconstructed point
cloud computed by 3 different methods [17,30] are shown in Fig. 5. Note that all experiments are
performed using the same SLF imaging system, whose intrinsic, extrinsic parameters are the
same and shown in Table 2. In addition, the central sub-aperture image is used as reconstruction
index, so that there exists one-to-one relationship among these reconstruction results by different
methods.

Fig. 5. 3D Reconstruction results by 3 methods. (a) (d) VAP. (b) (e) The EPI-based. (c) (f)
4-step phase-shifting and multi-frequency heterodyne method.

As shown in Fig. 5 (a) and (d), the reconstructed point cloud by our method is very similar
to the ground truth in Fig. 5 (c) and (f), especially in regions with large depth changes, such
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Table 2. Calibration parameters about Fig. 5

Parameter Values Parameter Values

f 68.9335

⎡⎢⎢⎢⎢⎢⎢⎣
r1 r2 r3

r4 r5 r6

r7 r8 r9

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣

0.9751 0.0089 −0.2217

−0.0045 0.9998 0.0203

0.2218 −0.0188 0.9749

⎤⎥⎥⎥⎥⎥⎥⎦
hm 2334

[︂
t1 t3

]︂ [︂
672.2134 −1159.2

]︂
h′m 71.0335 N 303.3333

d 0.0173 q 0.0014

b 0.0486

as regions near canthus, nose and corner of mouth. To verify our method quantitatively, the
mean distances between our results and ground truth are computed according to the one-to-one
relationship and they are 0.55 mm and 0.33 mm only for the results in Fig. 5 (a) and (d). For
the results by using EPI-based method as shown in Fig. 5 (b) and (e), although the point cloud
around cheeks and forehead are smooth, large measurement errors are seen near eyes and the
mean distance between the results in Fig. 5 (b) and (c) is 6.78 mm, the mean distance between
the results in Fig. 5 (e) and (f) is to 6.28 mm. The experimental results demonstrate the ability of
the proposed 3D reconstruction method to effectively reduce the point cloud measurement error.

3.2. Phase rectification constraint and PDR

To verify the phase rectification constraint and PDR, we change the system architecture and
compare corresponding 3D reconstruction results. In these experiments, the sculpture and the
light field camera are fixed all the time.

According to the analysis in Section 2, the projector is moved along the guide to adjust t1 of
the extrinsic matrix only, as shown in Fig. 4. Four typical 3D reconstruction results are shown
from different viewpoints in Fig. 6, and their corresponding calibrated system parameters are
shown in Table 3.

Fig. 6. Experimental result with different N (from left to right, N increases)

As shown in Table 3, when t1 increases, the other parameters are almost consistent. On one
hand, some litter changes may occur inevitably when we move the projector although we do not
want to change them, such as t3, on the other hand, the global optimization in calibration may
change some parameters a little. However, these changes should not affect our analysis about N
too much. As shown in Table 3, N increases with t1, thus the PDR increases according to Eq. (9).
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Table 3. Calibration parameters about Fig. 6

Group a Group b Group c Group d

f 69.1011 69.0337 69.0975 68.9355

t1 497.827 564.575 657.607 672.213

t3 -1154.7 -1152.5 -1150 -1159.2

hm 2348.9 2342 2340.1 2334

N 203.131 269.635 367.585 396.482

Mean Distance 0.97 0.69 0.55 0.55

It means that the ability is enhanced for phase to describe the depth change. Therefore, as PDR
gets better, the 3D reconstruction results become smoother gradually, as shown in Fig. 6, which
matches with the PDR analysis in Section 2.

Although PDR gets better as N increases, the phase rectification constraint may break when N
is out of range. To further verify the phase rectification constraint and PDR, the same experiment
was performed, where the focal length of the light field camera is adjusted so that the phase
rectification constrain can be broken easier. The projector is moved along the guide to adjust t1,
the calibration parameters and reconstruction results are shown in Table 4 and Fig. 7, respectively.

Fig. 7. Experimental result with different N where the focal length is different to that in
Fig. 6. (from left to right, N increases)

Table 4. Calibration parameters about Fig. 7

Group a Group b Group c Group d

f 44.1125 44.1315 44.1971 44.0577

t1 284.8760 337.2156 411.0217 536.3250

t3 -351.7852 -354.2354 -348.7782 -343.3723

hm 1526.9 1525.9 1528.6 1529.1

N 132.922 181.7774 250.1931 357.8807

Mean Distance 1.03 0.78 5.33 12.44

As shown in Fig. 7, the 3D reconstruction result is also getting smoother as N increases, which
is consistent with previous experiments and PDR analysis. However, as mentioned in the analysis
of phase rectification constrain in Section 2, it is necessary to hold the constraint to make the
phase rectification available. When N is higher than a threshold, the phase rectification constrain
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will break inevitably. As shown in Fig. 7 (c) and (d), although point cloud are smoother than the
results in Fig. 7 (a) and (b), there are apparent measurement errors. Furthermore, as N increases,
larger measurement error in Fig. 7 (d) can be observed than Fig. 7 (c). The experimental results
demonstrate the trade-off relationship between phase rectification constrain and PDR.

4. Conclusion and discussion

In summary, a new “indirect” 3D reconstruction method in SLF imaging system is proposed
in this paper. Instead of measuring 3D coordinates of an object point directly, we accomplish
measurement by the relationship between the object point and many points adjacent to it. The
random errors due to performing measurement only once could be avoided. Furthermore, the
wrapped phase is sufficient to distinguish adjacent points (the object points and VAPs), thus the
phase unwrapping procedure is not required. To the best of our knowledge, it is a new strategy
of combining the characteristics of structured light and light field for phase-unwrapping-free
3D reconstruction. In addition, to achieve accurate 3D reconstruction results, an instruction
parameter N is introduced to guide the system design. Experimental results demonstrated that
the proposed method is suitable for SLF imaging system and has the potential to accomplish
3D reconstruction. The primary disadvantage of SLF imaging system is the inherent trade-off
between spatial and angular resolution (angular-spatial bandwidth) as the light field image is
acquired at the cost of reduced spatial resolution. In addition, although our method is effective
for 3D reconstruction in the SLF system, it does not work well in the passive light field system as
there are not enough information to distinguish points in microlens images. Therefore, our future
works will focus on the super-resolution algorithm, including learning-based algorithm and some
effective strategies about distinguishing points in microlens images.
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