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ABSTRACT
In optical 3D measurement, temporal phase unwrapping (TPU) is widely employed in fringe projection and interferometry, as it is crucial
for resolving wrapped phase ambiguities and obtaining absolute phase distributions. Recently, deep learning has significantly enhanced TPU
performance, particularly in noise robustness. However, existing deep learning-based TPU methods often struggle with generalization, as
they typically assume that training and testing data share the same distribution, such as maintaining a constant spatial frequency for fringes
in both training and testing processes. When fringe patterns become sparser or denser, the phase unwrapping accuracy declines sharply.
Moreover, conventional learning-based methods develop deep neural networks (DNNs) that operate in a single modality, meaning that once
the training is complete, the DNN can only perform a specific TPU algorithm. If other TPU methods need to be characterized, the DNN must
be retrained, which is a time-consuming process. To address these challenges, we propose for the first time a deep learning-based multimodal
adaptive TPU method that integrates prior information obtained by mathematical models of TPU. This approach allows a trained DNN to
effectively perform multi-frequency TPU, multi-wavelength TPU, and number-theoretic TPU at the same time while adaptively processing
unseen fringes from diverse systems. Experimental results demonstrate that while a U-Net-based TPU method nearly fails with varying test
fringes, our method maintains a high accuracy of ∼96%. This work offers a novel perspective for developing robust, generalizable AI-driven
optical metrology techniques.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0252363

I. INTRODUCTION

3D measurement technology plays a critical role in various
fields, including reverse engineering, quality inspection, and medi-
cal imaging. Traditional contact-based methods, such as coordinate
measuring machines, provide high accuracy but are hindered by
slow measurement speeds, challenges in capturing complex shapes,
and the risk of damaging object surfaces. In contrast, optical 3D
measurement has gained widespread application due to its non-
contact, fast, and flexible characteristics.1–5 In various optical 3D
measurement technologies, fringe projection profilometry (FPP)

and interferometry are two widely used techniques for precise
3D reconstruction.6–10 Both techniques are based on phase mea-
surement principles, which convert phase information into depth
data, enabling the reconstruction of the object’s three-dimensional
structure.

In phase-based 3D reconstruction methods, the accuracy
of phase measurement determines the accuracy of the 3D
reconstruction.11–13 In these methods, the arctangent function is
typically used to calculate the object’s phase information. How-
ever, due to the periodic nature of the arctangent, the measured
phase contains 2π discontinuities, which must be removed for
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obtaining the absolute phase without ambiguity. Current phase
unwrapping methods can be divided into two types: spatial phase
unwrapping14 (SPU) and temporal phase unwrapping15 (TPU).
Representative SPU methods include Goldstein’s method,16 the
quality-guided method,17 Flynn’s method,18 and the minimum Lp-
norm method.19 While SPU assumes phase continuity between
neighboring pixels, making it unsuitable for discontinuous surfaces,
TPU methods, such as multi-frequency approaches,20 binary Gray
code,21,22 spatial binary coding,23–25 and phase encoding,26 offer
an alternative by uniquely labeling phase values through auxiliary
patterns. In this work, we focus on multi-frequency (MF, hierar-
chical) approaches27–31 and their variants, such as multi-wavelength
(MW, heterodyne) approaches32–37 and number-theoretic (NT)
approaches,38–42 as they can leverage a small number of auxiliary
phase maps with global information to resolve the ambiguities pixel
by pixel with high accuracy and adaptability, even in the presence
of large phase jumps or noise. Zuo et al.15 compared these multi-
frequency methods, showing that their stability decreases as the
spatial frequency increases due to the system noise.

In recent years, deep learning has been widely applied in 3D
measurement. In the field of fringe analysis, Feng et al.43–45 used
deep neural networks (DNNs) to predict the wrapped phase from
a single fringe pattern, achieving accuracy comparable to that of
the 12-step phase-shifting method. Moreover, deep learning has
also been applied to SPU. Zhang et al.46 proposed a deep convo-
lutional neural network (DCNN) method. This method utilizes the
DeepLabV3+ architecture, which offers noise suppression and fea-
ture representation capabilities, achieving better results compared
to traditional phase unwrapping algorithms. Wang et al.47 proposed
a one-step deep learning approach to solve the phase unwrapping
problem. By training a DNN, the authors unwrapped the phase
of live mouse osteoblasts and dynamic candle flames, demonstrat-
ing the method’s performance in noise resistance and anti-aliasing.
Spoorthi et al.48 transformed the phase unwrapping problem into
a classification task. They utilized a fully convolutional network to
predict the fringe order of each pixel in the wrapped phase map,
achieving high noise robustness. However, deep learning-based SPU
methods still encounter difficulties when it comes to absolute phase
unwrapping on discontinuous surfaces. Qian et al.49 proposed a
deep learning-based stereo phase unwrapping algorithm. By uti-
lizing DNNs and geometric constraints, the method can recover
high-quality wrapped phase from a pair of fringe images, enabling
absolute phase unwrapping for discontinuous surfaces. For deep
learning-based TPU, Yin et al.50 introduced deep learning into the
MF TPU by training a multi-path DNN to establish a mapping
between wrapped phase maps and the corresponding unwrapped
phase. Recently, Guo et al.51 have proposed a FOA-Net that is
based on multi-scale residual modules to achieve a unifying TPU
framework. This model can be applied to MF TPU, MW TPU,
and NT TPU. It suppresses system noise and improves the phase
unwrapping accuracy for dense gratings.

However, existing deep learning-based TPU methods are not
without problems. First, they face generalization issues. All of these
methods are based on the fundamental assumption that the training
and testing data are independent and identically distributed (i.i.d).
This means that both datasets are expected to be collected by using
the fringe images of the same spatial frequency. However, when
there are differences in the spatial frequency, the distribution of the

collected data can change significantly even if the measured objects
remain the same. Second, existing deep learning methods are typi-
cally designed for specific TPU methods, and a trained model can
only implement one type of TPU at a time. If other TPU methods
are characterized, the model should be retrained, leading to high
training costs and low efficiency. To address these challenges, this
paper introduces a multimodal adaptive TPU method based on deep
learning. The proposed model incorporates physical priors, enabling
it to adapt to different imaging systems and fringe frequencies.
Furthermore, this model requires only a single training session to
simultaneously implement multi-frequency, multi-wavelength, and
number-theoretic modalities, eliminating the need for retraining for
different modes. Experimental results demonstrate the effectiveness
of the proposed method on images collected with various spatial
frequencies and imaging systems. Compared to traditional deep
learning approaches, our method exhibits enhanced generalization
ability, maintaining an unwrapping accuracy of ∼96% in scenarios
where conventional U-Net fails. We believe that our work paves the
way for developing versatile and highly adaptable AI-driven optical
metrology techniques.

II. METHOD
A. Phase calculation

As shown in Fig. 1, a typical FPP system consists of a projec-
tor and a camera. The projector projects pre-designed sinusoidal
fringes onto the object, and as the surface height of the object varies,
the fringes undergo deformation. Using phase-shifting algorithms,
the phase information of the sinusoidal fringes can be extracted
and converted into depth information. The N-step phase-shifting
algorithm offers high precision, noise insensitivity, and pixel-wise
reconstruction, making it widely used for phase recovery.11

The light intensity In(x, y) of the N-step phase-shifted fringe
pattern can be expressed as

In(x, y) = A(x, y) + B(x, y) cos [ϕ(x, y) − 2nπ
N
], (1)

where A(x, y) is the ambient light intensity, B(x, y) denotes the
modulation, n (n = 1, 2, . . . , N) refers to the index of phase-shifting,
and ϕ(x, y) is the phase of the object being measured. Using the
least-squares method, the wrapped phase ϕ(x, y) can be calculated
as

ϕ(x, y) = tan−1∑N
n=1 In(x, y) sin ( 2nπ

N )
∑N

n=1 In(x, y) cos ( 2nπ
N )

. (2)

B. Temporal phase unwrapping
From Eq. (2), the range of the arctangent function is (−π, π],

which means that each pixel of the wrapped phase has an ambi-
guity of 2kπ. Therefore, phase unwrapping algorithms are required
to eliminate the ambiguity in the wrapped phase. The principle of
phase unwrapping can be represented as

Φ(x, y) = ϕ(x, y) + 2πk(x, y), (3)

where ϕ(x, y) represents the absolute phase and k(x, y) is the fringe
order (k ∈ Z). According to Eq. (3), Φ(x, y) can be obtained by
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FIG. 1. Diagram of fringe projection profilometry based on the proposed MA-TPU.

ϕ(x, y) and k(x, y). Therefore, the crucial aspect of phase unwrap-
ping is to precisely determine the k(x, y) value for each pixel in the
wrapped phase image. The commonly used TPU methods include
the MF approach, MW approach, and NT approach. These three
methods all rely on one or more sets of auxiliary fringe patterns
with lower frequencies to assist in determining the fringe order.15

Here, we take the dual-frequency phase unwrapping as an exam-
ple to introduce the principles of these three methods. We assume
that there are two sets of grating images with different frequencies,
fh and fl, where h represents high-frequency and l represents low-
frequency gratings. The wrapped phases corresponding to these two
sets of gratings are ϕh(x, y) and ϕl(x, y). TPU aims to use the addi-
tional information provided by ϕl(x, y) to obtain the unambiguous
absolute phase Φh(x, y). For these three phase unwrapping methods,
they all share the following relationship:

Φh(x, y) = fh

fl
Φl(x, y). (4)

This formula describes the proportional relationship between
the phase generated by the high-frequency grating and the low-
frequency grating. It shows that at the same spatial position, the

absolute phase value of the high-frequency grating is fh
fl

times that
of the low-frequency grating. Based on this relationship, we further
introduce the TPU methods.

1. Multi-frequency temporal phase unwrapping
The MF method employs the wrapped phase from a lower

frequency as an auxiliary phase and then determines the fringe
order for each pixel of the wrapped phase based on the relation-
ship between the auxiliary phase and the high-frequency wrapped
phase.27 From Eq. (3), for these two wrapped phases, we have

⎧⎪⎪⎨⎪⎪⎩

Φh(x, y) = ϕh(x, y) + 2πkh(x, y),
Φl(x, y) = ϕl(x, y) + 2πkl(x, y),

(5)

where kh(x, y) and kl(x, y) represent the fringe orders of the high
and low frequencies. In the dual-frequency MF method, Φl(x, y)
typically uses a fringe pattern with only one sinusoidal period.
Hence, kl(x, y) is zero, which means Φl(x, y) = ϕl(x, y). Therefore,
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according to Eqs. (4) and (5), the fringe order can be calculated
by

kh(x, y) = Round
⎡⎢⎢⎢⎢⎣

fh
fl

Φl(x, y) −Φh(x, y)
2π

⎤⎥⎥⎥⎥⎦
, (6)

where Round( ∗ ) denotes rounding to the nearest integer.

2. Multi-wavelength temporal phase unwrapping
The idea of the MW method is to use the difference between

the reference signal and the measurement signal to produce an
unambiguous signal for phase information demodulation.32 The two
wrapped phases with different frequencies are subtracted, and the
resulting differential signal is used to unwrap the high-frequency
wrapped phase. The resulting phase is referred to as the equivalent
phase Φeq, and its corresponding equivalent frequency is denoted as
feq. This can be expressed as

{
Φeq(x, y) = mod(ϕh − ϕl, 2π),
feq = fh − fl.

(7)

To eliminate the ambiguity of phase unwrapping, we need to
choose an appropriate low-frequency grating such that the equiv-
alent frequency feq satisfies feq ≤ 1, ensuring that the range of the
auxiliary wrapped phase covers the illumination range of the projec-
tor, i.e., Φeq(x, y) = ϕeq(x, y). With the help of the equivalent phase,
the fringe order kh(x, y) can be computed by the following formula:

kh(x, y) = Round
⎡⎢⎢⎢⎢⎣

fh
feq

Φeq(x, y) −Φh(x, y)
2π

⎤⎥⎥⎥⎥⎦
. (8)

3. Number-theoretic temporal phase unwrapping
The NT method determines the fringe order pair (kh, kl) by

using two sets of sinusoidal fringe patterns with wavelengths λh and
λl that are coprime.41 By combining Eqs. (3) and (4) and relating the
spatial frequency to the wavelength, we have

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

LCM(λh, λl)
λl

Φh(x, y) = LCM(λh, λl)
λh

Φl(x, y),

f = W
λ

,
(9)

where LCM( ∗ ) denotes the least common multiple of the two wave-
lengths that are coprime and W represents the projector’s resolution
in the projection direction (assuming vertical gratings are projected).
From Eq. (9), the fringe order pair can be calculated as follows:

fhϕh − flϕl

2π
= flkh − fhkl. (10)

Once LCM(λh, λl) exceeds the resolution in the projection
direction, the phase ambiguity across the entire figure can be elimi-
nated.52 For a projected pattern with projection direction resolution
W, by selecting two different suitable wavelengths λh and λl to meet
the following inequality, phase ambiguity can be eliminated,

LCM(λh, λl) ≥W. (11)

The fringe order pair (kh, kl) can be determined using a pre-
computed lookup table (LUT). By calculating the weighted differ-
ence between the wrapped phases at a given position and rounding
the result to the nearest integer, the fringe order pair (kh, kl) can be
identified using the LUT as

(kh, kl) = LUT[Round( fhϕl − flϕh

2π
)]. (12)

C. Multimodal adaptive temporal phase unwrapping
using deep learning

To achieve multimodal adaptive temporal phase unwrapping,
we construct the MA-TPU neural network. To improve the general-
ization ability of the network, physical models are introduced into
the network. In particular, the inputs to the network include the
high-frequency wrapped phase to be unwrapped, the correspond-
ing auxiliary wrapped phase, and a rough fringe order calculated
by the TPU physical models. The introduction of rough fringe
order allows the network to adapt to phase unwrapping for unseen
fringe patterns. To improve the prediction speed of the network,
we adopt the lightweight network BiSeNet53 as the main structure
of the network. BiSeNet is an efficient network that provides fast
and accurate pixel-level prediction. Here, we modify the BiSeNet
for fringe order prediction. By combining global features and local
details, BiSeNet can achieve superior performance while maintain-
ing a low computational cost. As shown in Fig. 2, the MA-TPU
network takes the high and low frequency wrapped phases corre-
sponding to three different TPU algorithms along with rough fringe
orders as inputs. During forward propagation, the input informa-
tion first passes through a MultiRes block54 to extract multi-scale
information. To alleviate the loss of spatial information and shrink-
ing receptive field during down-sampling, the network employs a
context path to down-sample the image and extract information at
different scales while using a spatial path to retain rich image details.
In the decoder, global context information is introduced to enhance
the phase unwrapping performance, using a feature fusion module
(FFM) in place of up-sampling and an attention refinement mod-
ule (AFR) instead of skip connections to integrate features from the
encoder into the decoder for better prediction. Finally, the features
are up-sampled in the decoder to restore the original size, yielding
high-quality fringe orders. The neural network uses Mean Squared
Error (MSE) as the loss function, expressed as

LMSE =
1

HW
∑N

n=1 (kn
pred − kn

true)
2

N
, (13)

where kn
pred represents the predicted fringe order of the n-th data in

the training set, kn
true represents the label fringe order of the n-th data

in the training set, N represents the size of the training set, and H and
W represent the height and width of the image, respectively. After
training, the wrapped phase maps and their corresponding rough
fringe orders for any of the MF, MW, or NT methods can be fed into
the trained DNN, which will predict the high-quality fringe orders
specific to the corresponding TPU method.
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FIG. 2. Network architecture of MA-TPU.

III. EXPERIMENTS
To validate the proposed method, we constructed a struc-

tured light illumination system consisting of a projector (DLP 4500,
Texas Instruments) and an industrial camera (acA640-750 μm). The
focal length of the camera was 12 mm, and the baseline distance
between the camera and the projector was ∼0.17 m, with the object
placed at a distance of around 0.4 m from the system. The angle
between the optical axes of the camera and the projector was about
6.21○. To collect training data, the high-frequency fringe images of
fh = {16, 48} were used. The corresponding low-frequency fringe
images were fl = {1, 1} for MF approach, fl = {15, 47} for MW
approach, and fl = {10.9, 10.9} for NT approach. We trained the
neural network to unwrap the wrapped phase of these high-
frequency fringe patterns. For these three TPU algorithms, we
captured 300 sets of dual-frequency three-step phase-shifting fringe
patterns from various scenes, and we got a total of 1800 sets of data
for training. The test data consisted of 50 sets of data from different
scenes. To obtain ground truth data, more auxiliary fringe patterns
were used for different TPU algorithms, allowing us to accurately
determine the fringe order. Since the errors in the fringe order pri-
marily manifest as jump errors, we assessed performance using the
error rate. When calculating the error rate, we only compare the
valid points of the ground truth. If the predicted result differs from
the ground truth, it is counted as an error point. The error rate is
then obtained by taking the ratio of the number of error points to
the number of valid points, which can also be written as E = Perror

Pvalid
,

where E represents error rates, Perror represents the amount of error
points in the predicted result, and Pvalid represents the amount of
valid points in the ground truth.

In the preprocessing of the experimental data, since the range
of wrapped phase can be transferred into (0, 2π], we normalized the
value by dividing it by 2π before feeding it into the neural network,

making it easier for the network to learn. Our neural network was
implemented in the PyTorch framework, and computations were
performed on an RTX 4090 (NVIDIA) GPU. We used the Adam
optimizer with a learning rate of 0.001, a batch size of 6, and Mean
Squared Error (MSE) as the loss function. The training period was
set to 300 epochs. It took ∼7 h for U-Net model training, while it
took about 3 h for MA-TPU training. To better enable the network
to learn the three modalities of TPU, we ensured that each batch con-
tained an equal amount of data from all three modalities. All objects
used during testing were not present during the training phase. For
comparison, we also trained U-Net models for these TPU algorithms
separately, in which the physical priors were not utilized.

A. TPU with fringe images of seen spatial frequencies
To assess the effectiveness of our method, we first evaluated its

performance in phase unwrapping for seen frequencies (where only
the frequency of the wrapped phase is seen but not the object being
measured) under varying noise levels. In our experiment, we set the
σ2 to 2.46. Figure 3 shows the results of traditional physical models,
U-Net and MA-TPU. For visual comparison, the unwrapped phases
were converted into 3D reconstruction results. The background of
the reconstruction is marked in red, with deeper red indicating a
higher error rate of phase unwrapping.

As shown, traditional methods performed well at low noise
(1σ) and low frequency ( fh = 16), but as the frequency increased
( fh = 48) and the noise level rose (2σ), the phase unwrapping error
rate increased significantly. In contrast, U-Net slightly outperformed
traditional methods under 1σ noise, with a relatively lower error
rate. However, under higher noise and frequency (especially 2σ and
fh = 48), the error rate also increased slightly, although it was
still better than traditional methods. Finally, MA-TPU performed
the best under these conditions, showing the lowest error rate
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FIG. 3. Matrix of 3D reconstructions that indicate the phase unwrapping error rate of different approaches when fringe patterns of different fh and noise levels were used.
The background color represents the average error rate of phase unwrapping for 50 scenes.

under both low and high noise conditions and exhibiting greater
robustness and stability under these conditions.

Table I shows a comparison of the error rates of different
methods for the 50 test scenes under seen frequencies ( fh = 16 and
fh = 48) and different noise levels (1σ and 2σ). For traditional meth-
ods, the error rates increased significantly with rising noise levels
at a given frequency fh = 16, particularly at 2σ, where the error
rate for the MF method increased from 0.46% to 0.76%. Similar
trends were observed for the MW and NT methods. The U-Net
method demonstrated a significant improvement over traditional
approaches, exhibiting much lower error rates at both 1σ and 2σ.
In particular, the MF error rate decreased from 0.76% to 0.32%,
representing a 57.9% reduction when the noise level was high. In
comparison, our method outperformed all others, demonstrating
the lowest error rates under both 1σ and 2σ conditions. Notably,
for MF, the error rate was only 0.09% at 1σ and 0.19% at 2σ. As
the frequency increased to fh = 48, the error rates for all methods
rose significantly compared to those at lower frequencies. The tra-
ditional methods showed error rates of 4.75% for MF, 6.06% for
MW, and 5.10% for NT at 2σ, indicating substantial errors at high

frequencies. Although U-Net exhibited improved performance, the
MF error rate still reached 1.68% under high noise conditions. In
contrast, our deep learning method demonstrated strong robustness
under all conditions, and the maximum error rate does not exceed
0.97% (for the MW method in the presence of high noise).

In addition to comparing phase unwrapping error rates, we also
evaluated our method against U-Net in terms of network size, pre-
diction speed, and memory occupancy. Table II demonstrates that,
with comparable network parameters, our network’s memory occu-
pancy is only 53% of that of U-Net while achieving 3.16 times the

TABLE II. Parameter and speed analysis of the U-Net and MA-TPU on one NVIDIA
4090 card. “M” denotes million and “G” denotes gigabyte.

Method Params Memory FPS

U-Net 17.6M 4.19G 38.71
MA-TPU 17.7M 2.26G 122.35

TABLE I. Error rate of TPU for the traditional method, U-Net, and our method when the spatial frequencies were seen during
training. Boldface denotes the best performance among the compared methods.

MF MW NT

Seen frequency Method 1σ (%) 2σ (%) 1σ (%) 2σ (%) 1σ (%) 2σ (%)

fh = 16
Traditional 0.46 0.76 0.68 1.11 0.54 1.04

U-Net 0.23 0.32 0.28 0.41 0.26 0.38
MA-TPU 0.09 0.19 0.14 0.30 0.11 0.26

fh = 48
Traditional 3.01 4.75 5.28 6.06 3.66 5.10

U-Net 1.23 1.68 1.72 2.01 1.59 1.81
MA-TPU 0.35 0.68 0.62 0.97 0.40 0.81

APL Photon. 10, 046104 (2025); doi: 10.1063/5.0252363 10, 046104-6

© Author(s) 2025

 08 April 2025 11:14:44

https://pubs.aip.org/aip/app


APL Photonics ARTICLE pubs.aip.org/aip/app

prediction speed. Thus, our method can predict fringe order more
accurately and at a faster rate.

B. TPU with fringe images of unseen
spatial frequencies

In this experiment, we tested the trained neural network with
fringe patterns of unseen spatial frequencies fh = {24, 64, 80}.

As shown in Fig. 4(a), the differences between the input and
output for our proposed MA-TPU and U-Net are illustrated when
tested with an unseen frequency fh = 80 and 1σ noise. Our method
first computed a rough fringe order using the corresponding TPU

algorithm, which is also the result of the traditional method. This
rough fringe order and the corresponding wrapped phase maps are
then fed into the network, ultimately yielding a high-precision out-
put of fringe order. In contrast, U-Net directly used the wrapped
phase maps as input to predict the fringe order, which completely
failed when encountering unseen frequencies.

The experimental results are shown in Fig. 4(b). Traditional
methods performed well under low-frequency and low-noise condi-
tions ( fh = 24 and 1σ); however, as the frequency increased ( fh = 64
and fh = 80) and noise levels rose (2σ), error rates significantly
increased, particularly for MW and NT. Among the three methods,

FIG. 4. (a) The diagram shows a comparison of the phase unwrapping performance between MA-TPU and U-Net regarding the input and output of the networks at unseen
frequencies. (b) Matrix of 3D reconstructions that indicate the phase unwrapping error rate of different approaches when unseen fringe patterns were used. The background
color represents the average error rate of phase unwrapping for 50 scenes.
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U-Net exhibited the poorest performance, displaying the highest
error rates for MF, MW, and NT, indicating a lack of generaliza-
tion capability when addressing unseen frequencies. In contrast, our
method outperformed both traditional methods and U-Net under all
conditions, maintaining low phase unwrapping error rates regard-
less of noise level or frequency. In particular, for MF and NT, our
method exhibited exceptional robustness and stability, demonstrat-
ing superior performance in managing complex scenes and unseen
frequencies.

Table III shows a comparison of the accuracy of the traditional
TPU method and our proposed MA-TPU method across 50 differ-
ent test scenes. The U-Net model consistently failed with a 100%
error rate under all conditions, highlighting its inability to general-
ize to unseen spatial frequencies. In contrast, our MA-TPU method
demonstrated superior generalization across a wide range of fringe
frequencies and maintained strong robustness under high-frequency
and high-noise conditions, where traditional methods and U-Net
struggle. For fringes of fh = 24, the MF method’s error was only
0.20% under 1σ noise, increasing to 0.35% under 2σ, representing a
relative increase of 75%. As the fringe frequency rose to fh = 64, the
noise level significantly impacted the different methods. Under 1σ
noise conditions, our method achieved an error rate of 0.78%, which
increased to 0.90% under 2σ. In comparison, traditional methods
recorded error rates of 4.42% and 5.45% under the same condi-
tions. This discrepancy clearly illustrates that our method excels
in high-frequency and high-noise environments, far outperforming
traditional methods and demonstrating strong robustness. More-
over, at the highest frequency fh = 80, the error rates of traditional
methods reached 22.9% for the MW method and 14.9% for the NT
method under 2σ noise conditions, while our method showed rela-
tively low error rates of 4.09% and 3.09% (i.e., accuracy of 95.91%
and 96.91%). This difference underscores the generalization capa-
bility and stability of our model in handling complex frequency
conditions. Even when the U-Net model failed completely, with
an error rate of 100%, our method still achieved a low error rate,
demonstrating its broad adaptability in feature extraction.

C. TPU with fringe images of unseen fringe
projection systems

To further evaluate the adaptability of our method across
unseen systems, we constructed another fringe projection system
with a camera lens focal length of 8.5 mm and a baseline distance

of ∼0.6 m between the camera and projector. The test objects were
positioned about 1 m away from the system. The angle between
the optical axes of the camera and the projector was about 29.65○.
During the test, we utilized fringe patterns of unseen frequencies
fh = {32, 40, 72}, and the experimental results are shown in Fig. 5.

As we can see, traditional methods performed relatively well
under low noise (1σ) and low frequency ( fh = 32); however, as
noise levels increased (2σ) and frequencies rose ( fh = 40 and
fh = 72), the error rates significantly escalated, particularly for MW
and NT. The U-Net exhibited poor performance under all condi-
tions, with consistently high error rates. In contrast, our method
demonstrated substantial advantages in all scenarios, showcasing
strong robustness and adaptability when confronted with fringe
images obtained from a new fringe projection system with unseen
spatial frequencies.

We also expanded the test dataset to include 50 sets for eval-
uation. Table IV shows a comparison of the accuracy of traditional
TPU methods with our approach. Notably, the U-Net method failed
completely under all frequency and noise conditions, resulting in a
100% error rate. This performance indicates that the U-Net model
could not adapt to unseen frequencies or varying system para-
meters, reflecting its extremely limited generalization capabilities.
For traditional methods, the error was relatively low at lower fre-
quencies ( fh = 32 and fh = 40). However, as frequency and noise
levels increased, the error rose significantly. At fh = 72, particu-
larly for the MW method, the error reached 9.84% under 2σ noise
conditions, demonstrating sensitivity to high frequencies and ele-
vated noise levels. Overall, traditional methods performed poorly
under high-noise conditions, with errors increasing significantly as
noise levels rose. In contrast, our method demonstrated excellent
performance under all test conditions. Even with unseen frequen-
cies and different system parameters, the error remained very low.
Under single noise conditions, whether for MF, MW, or NT, our
method consistently achieved an error rate below 1.5%. Even under
2σ noise conditions, when handling TPU tasks at a frequency fh =
72, our method’s error remained within 2.30%. This experiment
confirms that our method exhibits strong robustness and gener-
alization ability when dealing with high noise and high frequen-
cies, far outperforming traditional methods and U-Net in robust-
ness when addressing unseen frequencies collected from different
systems.

TABLE III. Error rate of TPU for the traditional method and our method when the spatial frequencies were not seen during
training. U-Net consistently failed across all tested frequencies, with a consistent 100% error rate. Boldface denotes the best
performance among the compared methods.

MF MW NT

Unseen frequency Method 1σ (%) 2σ (%) 1σ 2σ (%) 1σ (%) 2σ (%)

fh = 24 Traditional 0.67 0.80 1.31 1.46 0.90 1.03
MA-TPU 0.20 0.35 0.38 0.53 0.33 0.41

fh = 64 Traditional 4.42 5.45 9.22 11.1 6.39 7.56
MA-TPU 0.78 0.90 1.20 1.93 1.05 1.17

fh = 80 Traditional 7.39 9.49 14.5 22.9 10.1 14.9
MA-TPU 1.92 2.29 3.26 4.09 2.62 3.09
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FIG. 5. Matrix of 3D reconstructions that indicate the phase unwrapping error rate of different approaches when fringe patterns were captured with unseen frequencies and
from an unseen system. The background color represents the average error rate of phase unwrapping for 50 scenes.

TABLE IV. Error rate of TPU for the traditional method and our method when both the spatial frequencies and the measure-
ment system were not seen during training. U-Net consistently failed across all tested frequencies and unseen systems, with
a consistent 100% error rate. Boldface denotes the best performance among the compared methods.

MF MW NT

Unseen frequency Method 1σ (%) 2σ (%) 1σ (%) 2σ (%) 1σ (%) 2σ (%)

fh = 32 Traditional 1.05 1.45 2.53 3.81 1.54 1.99
MA-TPU 0.47 0.61 0.50 0.69 0.46 0.64

fh = 40 Traditional 1.31 1.85 3.33 4.53 2.15 3.23
MA-TPU 0.30 0.45 0.39 0.49 0.39 0.46

fh = 72 Traditional 5.36 6.62 6.86 9.84 5.77 7.75
MA-TPU 1.15 1.28 1.41 2.30 1.24% 1.68

D. Dynamic experiment with fringe images of unseen
frequencies and systems

To evaluate the adaptability of our method in dynamic scenes,
another FPP system with a measurement speed of 100 Hz was
employed to project sinusoidal fringe patterns with a high frequency
fh = 64 onto three rotating isolated objects with complex surfaces,
which were not present in the training and validation datasets. Three
traditional TPU algorithms and our MA-TPU network (only trained
on a static scene dataset) were applied to perform phase unwrapping
on the dynamic data. The test results are shown in Fig. 6.

As depicted, at low rotational speeds (two rotations per
minute), traditional methods exhibit significant performance degra-
dation in reconstruction quality compared to static scenarios,

primarily due to the combined effects of motion artifacts and noise
interference. In contrast, our approach demonstrates effective error
mitigation under low rotational speed conditions, achieving supe-
rior reconstruction quality and demonstrating robust noise suppres-
sion capabilities. However, since our method requires capturing six
phase-shifted fringe patterns to obtain a single 3D reconstruction
result, severe motion artifacts can occur in high rotational speed
scenes (40 rotations per minute). As demonstrated, both traditional
methods and our approach struggle to handle motion artifacts in
such high rotational speed scenarios, leading to numerous errors at
the image edges. Under these conditions, both methods struggle to
maintain high-quality reconstruction due to the rapid changes in the
scene.
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FIG. 6. Measurement results of three dynamic objects under varying conditions. (a)–(d) Multi-frequency TPU results, (e)–(h) multi-wavelength TPU results, and (i)–(l)
number-theoretical TPU results at different rotation speeds.(Multimedia available online).

FIG. 7. Matrix of 3D reconstructions that
indicate the necessity of physical priors
on the phase unwrapping error rate. The
background color represents the aver-
age error rate of phase unwrapping for
50 scenes.
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E. Ablation study
To verify the necessity of incorporating physical prior informa-

tion to enhance the frequency adaptation of our method, we con-
ducted ablation experiments. In these experiments, we trained one
network with physical prior information (MA-TPU) and another
without it by using fringe patterns with spatial frequencies of
fh = {16, 48}. The results are shown in Fig. 7. For the previously
seen frequencies (i.e., fh = {16, 48}), both models demonstrated rel-
atively stable performance with low error rates, indicating that the
DNN adapted well to the fringe frequencies encountered during
training. However, as the frequency increased to fh = 48, while the
overall performance remained good, the model with physical pri-
ors exhibited relatively lower error rates. This improvement arises
from explicitly incorporating fringe order as a physical prior, pro-
viding direct guidance for the network in learning the mapping from
wrapped phase to fringe order. The key reason is that the valid range
of fringe orders varies significantly across different frequencies and
FPP systems. By explicitly including fringe order as an input to the
network, the possible range of predicted values becomes clearly con-
strained, reducing uncertainty and, thus, enhancing the accuracy of
phase unwrapping. In contrast, when using only wrapped phase as
input, the inherent ambiguity of the wrapped phase forces the net-
work to simultaneously infer the fringe order and suppress noise,
increasing the complexity of the learning task and consequently lim-
iting accuracy. Therefore, integrating this physical prior not only
reduces inference errors in phase unwrapping but also substantially
improves network stability and efficiency, especially under complex
or noisy measurement conditions.

For unseen frequencies, we observed a significant disparity
between the two methods. Under frequency conditions fh = 32 and
fh = 72, the error rate of the model without physical priors rose dra-
matically, with the background turning deep red, indicating very
high errors for TPU tasks and insufficient generalization ability.
In contrast, the model incorporating physical prior information
maintained strong robustness under unseen frequency conditions,
showing significantly lower error rates compared to the model with-
out physical priors. This demonstrates that physical priors facilitate
better generalization for the model when confronted with unseen
scenarios.

IV. CONCLUSION
In this work, we have presented a novel multimodal adaptive

TPU deep neural network model, MA-TPU, which incorporates the
TPU physical model as prior knowledge to guide the DNN in learn-
ing the relationship between wrapped phases and fringe order. The
model effectively processes fringe images at different frequencies
and adapts to variations in data distribution caused by different
imaging systems. In addition, it unifies the three TPU modalities
MF, MW, and NT, enabling the completion of multimodal adaptive
phase unwrapping tasks within a single training process, signifi-
cantly enhancing efficiency. Experimental results demonstrate that
the proposed method performs excellently on images collected from
various unseen spatial frequencies and systems, achieving unwrap-
ping accuracy nearly 96% even in scenarios where traditional deep
learning methods fail. Furthermore, due to its lightweight network
design, the proposed method also attains a higher phase unwrapping

speed. These results underscore the strong generalization ability and
robustness of the proposed method.

Despite these promising outcomes, several limitations and
opportunities for improvement remain. For instance, the proposed
method remains dependent on real data. In our experiments, the
construction of a total of 3000-sample datasets demanded meticu-
lous data collection procedures, a process requiring no fewer than
15 h. Our future research will explore the use of simulated data as an
alternative to real data or investigate unsupervised training meth-
ods to reduce manpower and time costs. Moreover, although the
proposed method has demonstrated strong generalization capabil-
ity across varying frequencies and projection systems in TPU tasks,
it currently requires capturing six phase-shifted fringe images to
obtain absolute phase information. As demonstrated in our dynamic
experiments, this multi-frame requirement can lead to motion arti-
facts, reducing its effectiveness in high-speed dynamic scenarios.
Recently, Li et al.55 have proposed a cross-domain learning (CDL)
approach to enhance the generalization capability of single-frame
fringe analysis, demonstrating potential to improve the efficiency
of wrapped phase calculation in TPU and consequently reduce
its sensitivity to motion. Future research could explore integrat-
ing CDL-based strategies with the MA-TPU framework to mitigate
motion artifacts, potentially enabling more efficient and robust
phase unwrapping with enhanced generalization and accuracy in
dynamic environments. We believe that the proposed method offers
a new direction for developing versatile and highly adaptive AI-
driven optical metrology technologies, with the potential to expand
the application of optical 3D measurement technologies across a
broader range of fields.
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