
Measurement Science and Technology

TOPICAL REVIEW

High dynamic range 3D measurements with fringe
projection profilometry: a review
To cite this article: Shijie Feng et al 2018 Meas. Sci. Technol. 29 122001

 

View the article online for updates and enhancements.

You may also like
High-dynamic-range 3D shape
measurement based on time domain
superposition
Liang Zhang, Qian Chen, Chao Zuo et al.

-

Two-step gradient-assisted phase-shifting
demodulation algorithm for fast 3D
reconstruction
Yanxue Wu, Gaoxu Wu, Shichao Yang et
al.

-

Composite deep learning framework for
absolute 3D shape measurement based
on single fringe phase retrieval and
speckle correlation
Wei Yin, Jinxin Zhong, Shijie Feng et al.

-

This content was downloaded from IP address 219.230.65.77 on 07/04/2022 at 15:44

https://doi.org/10.1088/1361-6501/aae4fb
https://iopscience.iop.org/article/10.1088/1361-6501/ab0d64
https://iopscience.iop.org/article/10.1088/1361-6501/ab0d64
https://iopscience.iop.org/article/10.1088/1361-6501/ab0d64
https://iopscience.iop.org/article/10.1088/1361-6501/ac3677
https://iopscience.iop.org/article/10.1088/1361-6501/ac3677
https://iopscience.iop.org/article/10.1088/1361-6501/ac3677
https://iopscience.iop.org/article/10.1088/2515-7647/abbcd9
https://iopscience.iop.org/article/10.1088/2515-7647/abbcd9
https://iopscience.iop.org/article/10.1088/2515-7647/abbcd9
https://iopscience.iop.org/article/10.1088/2515-7647/abbcd9
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjssAYCKvuKTvRrn9T7GYe-Z4BOYkzwlTLWplUOmw5dm9_kVc913SWuGdj_n1DXPux29f9H_I7qG5DYtGNC_d50o3HoP5wdvfx8eQO6_YutMHDcKSpCmIIQJvrfQk5hqcDMHZTIh8iCKYYoOipDoj_w5ELUUXCsTnJLmpsrW2CeUvoqghIUysOwbIdZ1vR8w2QSghgZJDLCA1A0Rpw68gN_sCKTI_mfAl8u1wHVvSlPehNenbS73vYkVlHHfuuc6mn_bFTf-tgBwQtzekksXgVecSKdb6-BgKXqs&sig=Cg0ArKJSzH9Tz6Uur7Td&fbs_aeid=[gw_fbsaeid]&adurl=https://ecs.confex.com/ecs/242/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3DBanner%26utm_campaign%3D242Abstract%26utm_id%3D242Abstract


1 © 2018 IOP Publishing Ltd Printed in the UK

Measurement Science and Technology

S Feng et al

High dynamic range 3D measurements with fringe projection profilometry: a review

Printed in the UK

122001

MSTCEP

© 2018 IOP Publishing Ltd

29

Meas. Sci. Technol.

MST

10.1088/1361-6501/aae4fb

12

Measurement Science and Technology

1. Introduction

Geometry information plays a significant role in various 
fields, including medical imaging, industrial manufacturing, 
homeland security, and entertainment. Three-dimensional 
(3D) shape measurements have received extensive attention 
over the past decades [1–5]. A coordinate measuring machine 
(CMM) is a typical device that can measure the 3D shape of 
physical objects by sensing the points on the surface of the 
object with a mechanical probe [6–8]. Although the system 
has the advantage of high accuracy, it is fragile for soft objects 
due to the nature of its physical contact. Also, it is restricted 
to a slow measuring speed, since it needs to perform point-by-
point measurements.

In contrast, optical 3D shape measuring techniques that 
extract geometry information from received light signals, e.g. 
digital images, can sense the surface shape without physical 
contact [9–16]. Moreover, their measuring speed for entire 
measured objects can reach hundreds or even thousands of 
frames per second [17–20], which significantly improves the 
efficiency of the 3D acquisition. Therefore, optical techniques 
are more flexible and efficient than the traditional CMM tech-
nique. Among the optical techniques, fringe projection pro-
filometry (FPP) has proven to be one of the most promising 
[21–28]. In practice, the simplest FPP system consists of a 
camera, a projector, and a computer. Controlled by the comp-
uter, a set of well-designed fringe patterns are projected onto 
measured objects. At the same time, the camera captures the 
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corresponding deformed fringe patterns, which contain the 
phase information of the projected fringes. The computer then 
performs decoding algorithms to extract the phase informa-
tion from the captured images and maps it to real-world 3D 
coordinates of the object through triangulation [29–34].

As an image-based 3D shape measuring technique, FPP 
assumes measured surfaces exhibit a diffuse reflection and 
usually considers low-reflective (dark) areas and highlight 
spots (specular reflection) as outliers [35–39]. The reason is 
that the dark areas are often captured with low-contrast fringe 
patterns, and the reflective surfaces are usually captured as 
pure white pixels due to the intense reflected light. Thus, it is 
difficult to capture desired fringe patterns for both kinds of the 
surfaces. Consequently, it is hard to obtain reliable 3D recon-
structions. However, in the real world, many objects are not 
ideally Lambertian and have low- and high-reflective surfaces 
simultaneously. The conventional assumption tends to restrict 
the application of FPP.

To solve the problem of saturation, intuitively, one can 
spray a thin layer of diffuse powder to cover specular high-
lights on the measured objects. However, not all objects 
are fit for spraying. The method is only preferred when the 
effect of the sprayed layer on the measuring accuracy can be 
ignored. To measure objects without changing their intrinsic 
appearances, researchers developed various approaches to 
high dynamic range (HDR) fringe projection techniques. As 
a straightforward method, gamma correction can be applied 
for extension of the dynamic range. Humans perceive light 
in a nonlinear manner (power-law response). Thus, for visual 
quality, digital devices, e.g. projectors, cameras, and displays, 
are often manufactured with gamma distortion in which the 
transform of light intensity can be expressed as Iout = Iγin. For 
example, typically a digital device has a gamma (γ) which usu-
ally equals 2.2. In this case, dark objects (with small Iin) will 
be measured with compressed and smaller output intensity, 
which restricts the dynamic range of measurement and makes 
it difficult to differentiate details on these surfaces. Hence, we 
need to correct the gamma distortion to increase the dynamic 
range of captured images. Traditionally, the photometric cali-
bration technique [40] was used to quantify the nonlinearity 
of a measuring system. A target plane is illuminated by the 

projector with a full range of known luminance, and simulta-
neously the intensities are captured by the camera. A response 
curve of the overall system can then be plotted and employed 
to compensate for the effect of the nonlinearity. But, the whole 
calibration process is time consuming and laborious. To avoid 
the calibration, Farid [41] suggested a blind gamma correc-
tion technique by which the gamma distortion can be blindly 
estimated using tools based on polyspectral analysis. Also 
avoiding the need for calibration, Guo et  al [42] proposed 
an iterative gamma correction method with the assist of sta-
tistical analysis of captured distorted fringe images. In addi-
tion, correction techniques based on look-up table  mapping 
[43], phase error analysis [44], and gamma estimation from 
phase-shifting methods [45] were presented to efficiently and 
robustly remove the effect of gamma. Practically, for applica-
tions of fringe projection, gamma correction not only extends 
the dynamic range of captured patterns but also improves the 
accuracy of 3D reconstruction. Due to the nonlinearity caused 
by gamma, the sinusoidal pattern tends to be captured with 
a distorted shape, which introduces undesired artifacts into 
reconstruction results. Thus, the accuracy of measurements 
can also be improved once gamma is corrected.

Although gamma correction can enhance the dynamic 
range by removing the nonlinearity of the measuring system, it 
is hard for it to attack the problem fundamentally. Thus, more 
in-depth research was carried out to deal with the problem. In 
this paper, we present an overview of this research and classify 
the developed techniques into two groups: equipment-based 
techniques and algorithm-based techniques, as can be seen in 
figure 1. The two groups differ in the captured fringe images 
from which the geometry information is extracted. For the 
group of equipment-based techniques [46–73], the emphasis 
is to find the optimal parameters of the equipment used, e.g. 
the proper exposure time of the camera or the desired bright-
ness of the projected light, for capturing ideal fringe images 
for both the low- and high-reflective surfaces. For the group 
of algorithm-based techniques [74–81], on the other hand, it 
is not necessary to capture ideal (e.g. specular-free) images. 
Without any adjustments to the hardware equipment, it merely 
relies on well-designed algorithms to extract the depth infor-
mation from the raw fringe images. In the literature of FPP, 

Figure 1. The proposed classification.
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we find that there are many more techniques based on adjust-
ments to the equipment than ones only depending on a certain 
algorithm. Therefore, we further subdivide the techniques of 
the first group according to the specific equipment they adjust: 
camera-based techniques [46–54], projector-based techniques 
[55–65], additional equipment-based techniques [66–69], and 
hybrid techniques [70–73]. For camera-based techniques, 
HDR 3D imaging is achieved by changing the exposure time 
of the camera or by adjusting the viewpoint of the camera for 
capturing the desired fringe images. Techniques based on the 
adjustment of the projector rely on the fact that FPP is an active 
3D measurement strategy, which allows ideal fringe images to 
be acquired through appropriate adjustments to the projected 
light intensity. In addition, the HDR 3D measurements can be 
carried out by introducing additional equipment into the FPP 
system as well, e.g. polarizers which can remove specular-
ity. Lastly, some approaches are based on combinations of the 
mentioned strategies, e.g. not only adjusting the parameters of 
the system but also introducing additional equipment, which 
is useful for complex scenarios.

Considering the different merits and features of the men-
tioned techniques, we believe a thorough understanding of 
them will be of great importance to the selection of a proper 
HDR 3D measurement technique and the optimal use of 
it according to a particular scenario. To this end, this paper 
comprehensively reviews the methods from both principles 
and experiments. It is structured as follows: firstly, the imag-
ing models usually used by the HDR 3D techniques are intro-
duced in section  2. Then, in section  3 the equipment-based 
methods and the algorithm-based methods are explained in 
theory. Next, in section 4, we present and compare the exper-
imental results obtained with a set of implemented techniques. 
In section 5, the applicability to different HDR scenarios and 
the advantages and disadvantages of the reviewed techniques 
are analyzed. Lastly, in sections 6 and 7, we discuss the future 
research directions of HDR 3D measurements and conclude 
the paper.

2. Imaging models

There are two commonly used imaging models for HDR 3D 
measurements using fringe projection. The first one concen-
trates on the imaging process of the camera. Assuming the 
camera sensitivity is s, the exposure time is t, the projected 
light is Ip, the ambient light is β1 and β2 (directly entering the 
camera), the surface reflectivity is α, and the camera noise is 
η, the captured fringe image can be expressed by

Ic = st (γIp + γβ1 + β2) + η. (1)

This model indicates that dark/bright surfaces can be imaged 
through properly increasing/reducing the exposure time 
t. However, the limitation of this model is that it implicitly 
assumes that diffuse reflection dominates during the imaging 
process.

One the other hand, the second imaging model aims at 
analyzing the reflection process [82]. The model shows that 
the surface radiance is comprised of three primary reflection 

components: the diffuse lobe, the specular lobe, and the 
specular spike. The diffuse lobe represents the internal scat-
tering mechanism and is distributed hemispherically in all 
directions. The specular lobe represents a single reflection of 
incident light. It tends to be distributed around the specular 
direction and has off-specular peaks. The specular spike rep-
resents mirror-like reflection and is concentrated in a small 
region around the specular reflection. The radiance of the sur-
face in the camera direction is the sum of the three comp-
onents. This model implies one can remove the specularity by 
changing the position of the camera or separating the specular 
reflection components from the overall radiance.

3. Strategies of HDR 3D measurements with fringe 
projection

We divide the various fringe projection techniques developed 
for HDR 3D measurements into two groups: equipment-based 
techniques and algorithm-based techniques. The equipment-
based approaches are further divided into camera-based 
techniques, projector-based techniques, additional equipment-
based techniques, and hybrid techniques.

3.1. Camera-based techniques

As can be seen from equation (1), a reduced exposure time is 
suitable for bright areas, and a long exposure is appropriate 
for dark surfaces. With this idea, Zhang and Yau [46] proposed 
to project a set of fringe images which are captured at several 
times with different exposures. Then, the images are fused 
into new patterns where fringes with the highest but unsatur-
ated intensity are retained for different parts of the surfaces. 
This approach is easy to implement. Qi et al [47] utilized the 
camera multi-exposure strategy and presented a method to 
improve the quality of the captured patterns, where the issues 
of saturation and low contrast can be solved. However, the 
multiexposure strategy is sensitive to the ambient light which 
can affect the image fusion. Also, the selection of the expo-
sure time is empirical and normally many exposure times are 
required to realize the HDR measurements. To remove the 
influence of the ambient light and the noise, Long et al [48] 
suggested a new saturation detector that is the non-principal 
frequency component. This detector is more sensitive and 
robust in identifying the image saturation than the traditional 
one searching for the highest intensity. To reduce the number 
of exposures, approaches in [49, 70] suggested obtaining pre-
knowledge of the scenario by calculating a histogram of it, 
by which the HDR scenarios can be measured with several 
exposure times predicted. To further improve the measure-
ment efficiency and remove human intervention, techniques 
reported in [50, 51] can automatically estimate a global opti-
mal exposure time according to the measured objects. But, the 
unique exposure time is estimated according to the brightest 
area of the scenario, which makes it difficult for the system to 
perceive details of dark objects in the scenario. To deal with 
this problem, Rao and Da [52] presented a method which can 
automatically predict several optimum exposure times for 
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unknown scenarios by using the histogram of fringe modu-
lation. However, the total number of exposures tends to be 
fixed as five in this method, which makes the measurement 
less flexible.

The above multi-exposure techniques use sinusoidal pat-
terns to obtain the phase and then convert it into 3D shapes. 
However, phase calculation with sinusoidal patterns is sen-
sitive to specular reflection and abrupt variation of texture. 
Therefore, instead of analyzing sinusoidal fringes, Song 
et al [53] suggested detecting the edges of binary patterns to 
recover the profiles of shiny objects. Benefitting from multi-
exposure, the method calculates HDR fringe images from 
estimated radiance maps in which the saturation is relieved. 
Practically, shiny objects can also be measured without tuning 
the exposure time. Feng et  al [54] presented a dual-camera 
fringe projection system to measure reflective objects. The 
idea is that if one camera is saturated, the other one can be 
used to compensate the saturation error since the two cameras 
viewing from different angles are not likely to be saturated at 
the same time. Therefore, they can mutually compensate for 
the measurement of the whole scenario. However, the method 
tends to compromise when handling scenarios where both 
shiny and dark surfaces are present, since it is difficult to cap-
ture the dark area with improved quality just be changing the 
camera position.

3.2. Projector-based techniques

The previous section  introduces methods which employ a 
strategy of changing the exposure time or adjusting the camera 
viewpoint to capture the light intensity for an HDR scenario. 
Actually, one can also change the brightness of the projected 
light Ip to capture desired images as indicated by equation (1). 
The maximum input gray level (MIGL) is a commonly used 
parameter to control the intensity of the projected image. It 
was first introduced by Waddington and Kofman [55] who 
they suggested that HDR fringe images can be synthesized by 
combining the intensities from images captured at different 
MIGLs. This strategy can be thought of as an inverse multi-
exposure technique. However, since this technique can only 
adjust the projected intensity homogeneously for the whole 
image, one has to project many images to produce a compos-
ite image, which could be time-consuming. The same group 
presented a modified MIGL method which can calculate a 
global MIGL for the whole scenario considering the ambient 
light [56]. This method can save the number of projections but 
is subjected to a limited dynamic range. Zhang et al [57] pre-
sented a technique which can predict several proper MIGLs 
for surfaces with a wide range of reflectivity. By estimating 
the intensity response function of the camera and calibrating 
the reflectivity of the measured scenarios, the required MIGLs 
can be adaptively calculated.

To further reduce the number of projected patterns, meth-
ods in [58–61] introduced adaptive fringe-pattern projection 
methods. With the calibration of reflectance, the MIGL can 
be modified locally in each projected fringe pattern according 
to the illuminance required for the different surfaces. As the 
methods can estimate the MIGL adaptively for surfaces with 

different reflectivity, they can measure HDR scenarios with 
only one set of modified patterns. It is noted that the mapping 
from the camera pixels to the projector pixels is important to 
these adaptive methods, since the projector needs to use the 
camera to ‘see’ where the saturation is and then adjusts the 
MIGL for the corresponding pixels. Practically, the mapping 
is implemented using the phase information or the homogra-
phy matrix. For flat and smooth surfaces, both of them can 
be applied. For objects with complex shapes, however, the 
mapping exploiting the phase information is more favora-
ble, since it is insensitive to the geometric variation. In the 
procedure of changing the local MIGL, the difference in the 
resolution and field of view between camera and projector can 
also cause errors. To cope with this issue, Chen et al [62] pre-
sented a method to further adjust the MIGL of modified pat-
terns according to the feedback of real captured images. Aside 
from tuning the MIGL, approaches recursively adjusting pro-
jected images pixel by pixel based on the reflected images 
were presented [63, 64]. The advantage is that human inter-
vention is avoided, since the methods do not need the calibra-
tion of reflectance. However, relatively complex algorithms 
are involved to update the projected images. In addition, Qi 
et al [65] proposed a highlight removal method with the pro-
jection of region-adaptive patterns, by which the profile of 
glossy areas is measured with the assists of their neighbor-
ing unsatur ated points. This method assumes smooth surfaces, 
and thus will be subjected to geometrically complex objects.

3.3. Additional equipment-based techniques

In addition to adjusting the parameters of the camera or the 
projector, one can also resort to additional equipment to cap-
ture optimal fringes. Ri et al [66] presented an intensity range 
extension method using a self-developed digital micro-mirror 
device (DMD) camera. As the camera captures images which 
are reflected by the DMD, users can increase or decrease the 
captured intensity through manipulation of the DMD. But, 
practically, it is not easy to accurately align the pixel of the 
charge-coupled device with the corresponding micro-mirror 
of the DMD. As indicated by the second imaging model in 
section  2, saturation can be avoided if one can separate the 
specular comp onents from the overall captured intensity. It is 
well known that a significant character of specular reflection 
compared with diffuse reflection is that it is usually much more 
strongly polarized. Thus, the separation can be realized with 
the consideration of their difference in polarization. With this 
idea, Chen et al [67] proposed polarization-difference imaging 
to scan translucent and shiny objects. By introducing two lin-
ear polarizers, one of which is employed to polarize the pro-
jected light and the other is to polarize the captured light, the 
highlight intensity can be removed when their axes are oriented 
perpendicularly. Although saturation is avoided, the signal-to-
noise ratio (SNR) of the whole scenario is reduced at the same 
time due to the attenuation caused by the polarizers. Compared 
with Chen’s method, Salahieh et al [68] proposed a similar but 
more robust 3D imaging method by replacing the ordinary cam-
era with a polarization camera. One of the polarized channels 
can be used to retrieve shiny surfaces while other channels can 
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be selected to enhance the fringe contrast for the other areas. 
However, the spatial resolution of the recovered 3D points is 
limited due to the spatial multiplexing in the polarization cam-
era. Moreover, Cai et al [69] presented a multidirectional depth 
estimation framework using a light field camera. Since the 
light field camera can simultaneously record the position and 
direction of incoming light rays, it can be thought of as many 
cameras which are measuring the scenario with different view-
ing positions. However, the bottleneck of light field imaging is 
the image resolution, which will restrict the quality of recon-
structed 3D results.

3.4. Hybrid techniques

In the bibliography, there are some methods which rely on the 
modification of camera exposure but also take into account 
other strategies, e.g. introducing additional equipment, chang-
ing the viewing position, or adjusting parameters of the system. 
As mentioned in the last subsection, the method of introduc-
ing polarizers for the camera and the projector can remove 
the highlight intensity on shiny surfaces [67], but it is fragile 
for low-reflective surfaces as the polarizers would inherently 
attenuate the captured intensity. To handle this problem, Feng 
et al [70] combined the idea of multi-exposure with the strat-
egy of polarization and proposed a general framework for HDR 
measurements. As increasing the exposure time of the camera 
is beneficial to capturing fringe patterns on dark surfaces, this 
method is applicable for scenarios containing both high- and 
low-reflective objects. In addition, different from the traditional 
method of multi-exposure where the exposure time is predicted 
empirically, this method can estimate the optimal exposure time 
adaptively according to the statistic distribution of the reflec-
tivity of the scenario. Alternatively, Liu et al [71] found that 
points corresponding to highly specular or dark areas can sur-
vive in the traditional multi-exposure technique. The authors 
suggested combining the strategies of the dual-camera set-up 
and the multi-exposure strategy to correct the inaccurate points. 
Moreover, Jiang et al [72] presented a hybrid method to capture 
optimal fringe patterns by not only adjusting the exposure time 
of the camera but also changing the projected intensity of the 
projector. This method is more robust than the traditional multi-
exposure technique, since it not only enables adjustments of 
the camera and projector simultaneously, but also adopts fringe 
modulation as the criterion to select optimal patterns in image 
fusion, which is less sensitive to the influence of ambient light. 
However, the method usually measures a scenario by adding 
at least five times the number of projecting images compared 
to the normal phase measurement, which limits its efficiency. 
For rapid in situ measurements, the same group proposed a fast 
HDR solution [73], in which a high-speed projector is used to 
project intensity-varying fringe images at 700 Hz. As a result, 
the measurement time cost can be saved.

3.5. Algorithm-based techniques

Different from the methods mentioned above, the tech-
niques in this group try to calculate 3D reconstructions from 

saturated fringe images. They are especially useful when 
the adjustment of the camera or the projector is not allowed, 
or additional equipment is not available. Yin et al [74] sug-
gested measuring shiny surfaces with a single color image. 
The authors found that due to the wavelength selectivity of 
the Bayer filter in a color camera, the R/G/B channels have 
different quantum-efficiency responses (different captured 
intensity) to the input wavelength. Therefore, the images 
from different channels can be synthesized for HDR imag-
ing. However, the method may be fragile for surfaces with 
chromatic textures, since the inherent color of objects tends 
to change the captured images. Moreover, Jiang et  al [75] 
proposed a real-time HDR 3D scanning method by projecting 
additional inverted fringe patterns. The idea is that when both 
original and inverted fringe images are used, the inverted pat-
terns can be used to complement the pixels with the highlight 
intensity of the original images. However, one has to use dif-
ferent functions for the phase calcul ation according to the 
number of saturated images. As this method lacks a univer-
sal solution, Wang et al [76] introduced an enhanced method 
using the generalized phase-shifting algorithm, which also 
projects inverted patterns but can calculate the phase in a 
generic framework which utilizes all of the unsaturated gray 
values to compute the phase.

Chen et al [77] and Hu et al [78] found the image satur-
ation can be overcome if the phase shift is high enough to 
obtain at least three unsaturated fringe intensities for the 
phase estimation. For these techniques, however, the different 
phase-shifting algorithms will correspond to entirely differ-
ent calculations of the phase, thus increasing the complexity 
of its implementation. Without considering whether images 
are satur ated or not, Chen et al [79] suggested calculating the 
phase from saturated phase-shifting patterns. However, since 
the phase shift is determined according to the fringe period, 
one needs to capture a large number of phase-shift images 
when wide stripes are used, which can be time-consuming 
and laborious. It is noted that the approaches in [77–79] are 
benefitting from an increased phase shift. Actually, the phase 
dist ortion caused by the saturation can be corrected effec-
tively even with the standard N-step phase-shifting algorithm 
as long as the phase shift is large enough [80]. With trigo-
nometric properties, the phase error due to saturation can be 
derived as

∆φ = arctan

∑N
i=1 I′i sin

(
φ+ 2πi

N

)
∑N

i=1 I′i cos
(
φ+ 2πi

N

)
 (2)

where ∆φ is the difference between the measured phase and 
the true phase, φ is the true phase, and Ii

′(x, y) is the captured 
image with

Ii
′(x, y) =

{
Ii(x, y) if Ii(x, y) � Imax

Imax if Ii(x, y) > Imax
 (3)

where Ii is the actual intensity and Imax the maximum allowed 
intensity of a sensor, e.g. 255 for an 8-bit sensor. We simulate 
a reflective surface to show the performance of phase-shifting 
algorithms on the correction of the phase error. In the simula-
tion, the maximum intensity of the fringe image is triple the 
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upper limit of the dynamic range. Figure  2 shows the root 
mean square phase error of the phase-shifting algorithm. We 
can see that the phase error reduces sharply with the increase 
in phase shift. For the phase-shifting method with the mini-
mum phase shift (N  =  3), the error is 0.5167 rad. When the 
phase shift rises to 30, the error is cut down to 0.0022 rad, 
which shows the accuracy has been improved by 99.57%. 
Recently, Qi et  al [81] introduced a theory to analyze this 
saturation-induced phase error from the viewpoint of digital 
signal processing. They found that the phase error is the result 
of the non-integer-period sampling that exists in the capture of 
saturated phase-shifting fringes and suggested the seven-step 
phase-shifting algorithm to be applied when the saturation is 
not significant. It is noted that the saturation issue discussed 
here is mainly caused by diffuse reflection. For the case where 
specular reflection is dominant, the alleviation will not be sig-
nificant even with a large phase shift, which will be demon-
strated by our experiments.

4. Experimental results

We implemented a set of six representative techniques taken 
from the proposed classification groups. All the techniques 
were tested under the same conditions to evaluate their per-
formance. For comparison, we exploited the three-step phase-
shifting algorithm with fixed exposure time and projected 
intensity to calculate the original 3D reconstruction. In the 
experiments, the fringe projection system consists of a DLP 
projector (LightCrafter 4500, TI) and a high-speed industrial 
camera (acA640-750, Basler). The resolution of the projec-
tor was 912 × 1140, and that of the camera was 640 × 480. 
To remove the effect of gamma distortion, we chose equip-
ment that is manufactured without gamma coding. A laptop 
(Lenovo Y430P) was used to carry out the calculations.

All the experiments were conducted in a dark room, i.e. we 
switched off the lights to reduce the effect of ambient light. In 
the implemented techniques, we exploited three sets of three-
step phase-shifting fringe images to retrieve the phase. The 

frequencies of each set of images were 1, 8, and 80 respec-
tively. Thus a temporal phase-unwrapping algorithm followed 
to recover unambiguous phase distributions [83–85]. We cali-
brated the camera and the projector in advance and calculated 
3D point clouds by treating the projector as an inverse cam-
era [86–88]. The settings of the camera or the projector were 
determined from a set of parameters, e.g. exposure time, pro-
jected light intensity, and so on, thus constituting just a sam-
ple of the selected methods. The purpose of the experimental 
results was to compare each technique concerning the others 
rather than going deep into the details of providing the opti-
mal parameters that depend on measured surfaces. It is noted 
that some methods require changing the exposure time and 
the projected light intensity in theory. Thus, for the rest of the 
techniques without explicit statement, the exposure time was 
fixed at 39 ms, and the maximum projected light intensity as 
255. From each group we selected at least one technique, and 
the implemented techniques are listed below.

 •  Camera-based techniques.

Zhang: Every fringe image was projected at a fixed illu-
minating period of 8.5 ms (the minimum allowed period for 
an 8-bit pattern with our projector), and was captured with 
an exposure time of 8.5 ms at the beginning. Then for the fol-
lowed exposure time, the increment was 8.5 ms, i.e. the expo-
sure time was equal to 8.5 ms, 2 × 8.5 ms, 3 × 8.5 ms and 
so on. To cover a wide range of variation of reflectivity, the 
maximum exposure time was 30 × 8.5 ms [46].

 •  Projector-based techniques.

Li: To calibrate the coefficients of projected patterns, six 
rounds of pattern projection were implemented. The corre-
sponding maximum input gray levels were 0, 40, 80, 120, 160, 
and 255 respectively. It is noted that the gray level of 0 was 
used to predict the image noise [58].

 •  Additional equipment-based techniques.

Chen: Two linear polarizers with an extinction ratio of 
100:1 were put in front of the camera and the projector respec-
tively [67]. The method was simplified for the measurement 
of shiny surfaces with the axes of the polarizers remaining 
perpendicular during experiments.

 •  Hybrid techniques.

Since the hybrid techniques have the combined advantages 
of more than one method, we chose two representative tech-
niques from this group.

Feng: Analogous to the method of Chen, two linear polar-
izers with an extinction ratio of 100:1 were put in front of 
the camera and the projector respectively. For this method, 
the exposure time to capture the pure white image was 39 ms, 
which was used to predict the optimal exposure time for the 
measured objects after the polarizers removed the highlight 
intensity [70].

Jiang: By this technique, we changed the exposure time 
of the camera as well as the projected intensity of the projec-
tor [72]. The parameters of the camera and the projector are 
shown in table 1.

Figure 2. Phase error correction by the N-step phase-shifting 
algorithm in simulation.
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 •  Algorithm-based techniques.

Bruning: The 30-step phase-shifting algorithm where the 
phase shift equals 2π/30 [80].

In the first experiment, we measured a white ceramic vase 
as shown in figure  3(a). From this experiment, we wanted 
to see the performance for highly reflective surfaces. From 
a captured fringe image as shown in figure  3(b), we can 
see that there are shiny areas on the surface, especially on 
the bottleneck (Region 1) and the embossment of the vase 
(Region 2). Figure 3(c) shows that the original method failed 
to reconstruct the saturated areas correctly. Figure  4 dis-
plays the 3D reconstructions of the selected techniques. In 
general, these approaches successfully measured the shape 
of the vase but with different performances for shiny local 
areas. For a detailed comparison, we enlarged the reconstruc-
tions of the two regions as can be seen in figures 5 and 6. In  
figures 5(a)–(g), we show the reconstructed 3D point clouds 
of Region 1. We can see that the two methods (Chen and Feng) 
based on polarization outperformed the other techniques. The 
highlights have been removed completely with the assist of 
polarizers. But for the rest of the methods, from their recon-
structions, it is difficult to observe significant improvements 
compared with the images obtained by the traditional method.

For Region 2, the calculated 3D reconstructions are shown 
in figures 6(a)–(g). Again, we can see the polarization-based 
techniques performed better than the other methods for the 
embossment with shiny spots. Furthermore, among the tech-
niques based on polarization, the method of Feng obtained a 
more smooth 3D result than the method of Chen from careful 
comparison of the results. The reason is that the exposure time 
of the camera changes for different parts of the vase, which 
ensures a sufficient SNR of the captured fringe images for 
different regions. For the other techniques, the reconstructed 
shiny areas of the embossment can be observed with slightly 
fewer artifacts through the multi-exposure method of Zhang 
compared with the other methods.

It is noted that for the techniques of Zhang, Li, and Jiang, 
the intensity of shiny areas was captured less than 255 
through the adjustment of the camera or the projector. But 
we still failed to retrieve the areas accurately as shown by the 
results. This experiment indicates that for techniques that are 
based on the adjustment of the camera and the projector, or 
that based on a phase-shifting method, it is difficult to over-
come the issue of saturation for a highly reflective object. The 
reason is that when the specular component is dominant, it 
is difficult to remove its effect by merely adjusting imaging 

parameters or through the calculation strategy, even though 
the image is captured without saturation and the phase shift 
is large enough.

In the second experiment, we measured a more com-
plex scenario that consists of a dark box in the background, 
a plaster model of David on the left side, a metallic cube in 
the middle (with a rough surface), and a circular plate on the 
right side, as shown in figure 7(a). From this experiment, we 
wanted to see the performance for scenarios with a large vari-
ation of reflectivity. From a captured raw fringe image, as 
shown in figure  7(b), there are under-exposed pixels at the 
surface of the dark box in the background (1), whereas there 
are saturated pixels on the surface of the metallic cube (2), the 
face of David (3), and the left edge of the circular plate (4). 
From the original 3D reconstruction as shown in figure 7(c), 
we can observe serious reconstruction errors that occur on the 
labeled surfaces.

Figure 8 shows the 3D reconstructions of the reviewed 
techniques. To see the local reconstruction, figure  9 shows 
the surface of the dark box (1). The original 3D reconstruc-
tion displayed in figure 9(a) shows noisy 3D point clouds for 
the low-reflective surface. Among the selected techniques, we 
find the polarization-based method of Chen failed to measure 
the surface, as shown in figure 9(d), because of the reduced 
SNR of captured fringe images caused by the polarizers. 
Thus, the pixels with low SNR were treated as outliers and 
were removed. The method of Li retrieved the geometry of the 
surface but with a noisy reconstruction. The reason is that the 
projected fringe patterns are limited to the used digital pro-
jector which can only project 256 gray levels from 0 to 255. 
With a projector of larger pixel depth, this problem would be 
relieved. The other methods all performed well for the low- 
reflective surface.

Next, figure 10 shows the reconstructions for the metallic 
cube (2). Because of the saturation, we can observe signifi-
cant errors on the surface obtained with the original method, 
as shown in figure 10(a). Figures 10(b)–(g) show the recon-
structed results when the reviewed techniques were imple-
mented and table  2 lists the corresponding reconstruction 
error (root mean square error) of the surface, which is fitted to 
a plane. Among the results, significant improvements can be 
observed with the reviewed techniques except for the one of 
Chen. The insufficient light intensity of the captured fringes 
leads to the noisy point cloud retrieved by the method of 
Chen. On the other hand, Bruning’s method shows the high-
est accuracy among the selected methods owing to the large 
phase shift.

Next, figure 11 displays the reconstructions of the plaster 
model of David (3). Although nearly half of the face failed to 
be measured by the traditional method due to the highlights, 
noticeable improvements have been made with the selected 
approaches. Since the plaster model is a diffuse object, the 
problem of saturation can be solved effectively with the tech-
niques. Finally, figure 12 shows the retrieved point clouds of 
the circular plate with a small shiny region (4), for which the 
reconstruction error is listed in table 2. The results indicate 
that for a reflective surface that is not ideally diffuse, based 
on the adjustment of the exposure and the projected intensity 

Table 1. Parameter settings of Jiang’s technique.

Serial  
number

Projected fringe 
(average, amplitude)

Exposure 
time (ms)

1 (25, 25) 39
2 (50, 50) 39
3 (75, 75) 39
4 (100, 100) 39
5 (127.5, 127.5) 39
6 (127.5, 127.5) 78
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Figure 4. The 3D reconstructions. (a) Zhang; (b) Li; (c) Chen; (d) Feng; (e) Jiang; (f) Bruning.

Figure 3. The measured object in the first experiment. (a) The ceramic vase; (b) one of the raw fringe images; (c) the original 3D 
reconstruction.
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or the phase-shifting algorithm, the techniques can mitigate 
the effect of saturation to some extent but have difficulty in 
removing it entirely. However, the methods of Chen and Feng, 
with the assist of polarizers, can eliminate the saturation suc-
cessfully and reconstruct the shiny area with higher accuracy. 
Among them, Feng’s method achieved higher precision than 
that of Chen as the former compensated for the light intensity 
of captured images attenuated by the polarizers. Also, we can 
observe that there are some grid artifacts on the surface calcu-
lated by Li’s method. The reason is that the camera pixels did 
not strictly align to the projector pixels for the corresponding 
region.

5. Discussion

5.1. Comparison of applicability

To compare the applicability of all of the reviewed techniques, 
we select four different HDR scenarios as follows.

 Scene 1:  There are only shiny areas where the saturation is 
caused mainly by diffuse reflection.

 Scene 2:  There are dark surfaces and shiny areas where the 
saturation is caused mainly by diffuse reflection.

 Scene 3:  There are only shiny areas where the saturation is 
caused mainly by specular reflection.

 Scene 4:  There are dark surfaces and shiny areas where the 
saturation is caused mainly by specular reflection.

The result is shown in figure  13. We can see that all of 
the reviewed methods can deal with the saturation caused by 
diffuse reflection in Scene 1. For Scene 2, although most of 
them are still applicable [46–81], some techniques tend to fail 
for measurements of dark surfaces [50–78]. This is because 
they use only a single exposure or are developed specially for 
shiny objects which may not be able to cover a wide range of 
reflectivity. Next, for Scene 3, only a few methods can handle 
the saturation problem caused by specular reflection. The rea-
son is that the most of the reviewed techniques depend on the 
phase-shifting method which requires diffuse reflection. The 
effect of specular reflection cannot be simply removed even 
if the images are captured with seemingly correct intensity 
through the change of exposure or brightness of projection. 
By contrast, more appropriate methods are those exploiting 
the separation of the specular reflection, multi-view geometry 
or binary patterns [53, 54, 61, 65, 67–71]. Finally, Scene 4 
seems to be the most difficult one to handle, since there are 
only five reviewed techniques which can deal with the satur-
ation caused by specular reflection and the low SNR signal on 
dark surfaces [53, 61, 69–71]. Among them, two methods use 
compensated binary patterns [53, 61]. One removes the specu-
larity by the polarizers and compensates for the signal on dark 
surfaces by camera multi-exposure [70], and the rest resort 
to the multi-view geometry together with selection of proper 
exposure time [69, 71]. In summary, for the overall evaluation, 
there are five techniques which have the highest applicability 
to different surfaces [53, 61, 69–71] and most of the reviewed 

Figure 5. The 3D reconstructions of Region 1. (a) Original; (b) Zhang; (c) Li; (d) Chen; (e) Feng; (f) Jiang; (g) Bruning.
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techniques can handle HDR scenarios with dark surfaces and 
diffusely reflective objects.

5.2. Advantages and disadvantages

We discuss the reviewed techniques from six different aspects 
to show their advantages and disadvantages. They are evalu-
ated according to the complexity of the measuring system, the 
complexity of the algorithm, the number of measurements, 
the auto-selection of parameters, the ability to resist the effect 
of ambient illumination, and the potential for the measure-
ment of moving objects. The results are shown in figure 14. 
First, the complexity of the measuring systems is compared. 

The simpler the system, the more stars it obtains. It should be 
noted that although the techniques may be implemented with 
slightly different set-up, the evaluation is carried out based 
on the systems reported. Systems that can be built using the 
simplest arrangement, i.e. a projector and a camera, receive 
three stars. We can see that most of the reviewed techniques 
use this arrangement [46–48, 50, 52, 53, 55–61, 63–65, 68, 
69, 74–81]. For the methods with two stars [49, 51, 54, 62, 67, 
70–73], the systems are built with more than one camera or 
using additional equipment. Thus, the complexity is increased 
slightly. The system suggested by [66] is more complex than 
the rest, since it requires additional precise mechanical sys-
tems to align the pixels of the camera with those of the DMD.

Figure 6. The 3D reconstructions of Region 2. (a) Original; (b) Zhang; (c) Li; (d) Chen; (e) Feng; (f) Jiang; (g) Bruning.

Figure 7. The second experiment. (a) A complex scenario; (b) one of the raw fringe images; (c) the original 3D reconstruction.
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Then, we compare the complexity in algorithms. The lower 
the complexity, the more stars the method acquires. From fig-
ure 14, there are five approaches having three stars [66, 67, 79–
81]. This is because they only rely on standard phase-shifting 
algorithms to realize HDR 3D measurements. For the two-star 
methods [46–48, 50–52, 55–57, 59, 62, 68, 70, 72–78], some 
of them need to generate HDR fringe images by capturing raw 
images with different exposure times or brightness of projec-
tion. The others have sophisticated demodulation algorithms. 

Therefore, they are more complex than the three-star methods. 
The methods with one star [49, 53, 54, 58, 60–64, 65, 69, 71], 
use similar ideas to extend the dynamic range to the two-star 
methods, but they are implemented with algorithms of higher 
complexity, e.g. through nonlinear fitting, iterations, image 
correlation, and so on.

Next, we compare the required number of measurements. 
The fewer the measurements, the higher the efficiency, and 
thus the more stars the method obtains. With the need for 

Figure 8. The 3D reconstructions. (a) Zhang; (b) Li; (c) Chen; (d) Feng; (e) Jiang; (f) Bruning.

Figure 9. The enlarged view of the 3D reconstruction of the dark box. (a) Original; (b) Zhang; (c) Li; (d) Chen; (e) Feng; (f) Jiang; (g) 
Bruning.
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multiple exposures, changes in the brightness of projection, or 
the calibration of reflectance, the methods with one star have 
to measure the scenarios many times [46–48, 50, 51, 53, 55–
57, 59–61, 72]. The techniques with two stars [49, 52, 58, 62–
66, 70, 71, 73] use similar procedures to the one-star methods, 
but they can reduce the number of measurements to several 
times with certain techniques. Thus, the HDR scenarios can 
be measured with higher efficiency. Lastly, for the three-star 
methods [54, 67–69, 74–81], we find most of them are addi-
tional equipment-based and algorithm-based methods. Due 
to the assists from the additional equipment or their ability 
to handle raw images, a single measurement is sufficient for 
HDR 3D measurements for these techniques.

Also, we discuss the ability to select parameters without 
human intervention, e.g. the optimal exposure time or the 
proper brightness of image projection. For an unknown sce-
nario, the ability of auto-selection will avoid aimless attempts 
using different parameters and thus is important for the effi-
ciency. In the evaluation, the higher the degree of automation, 
the more stars the method can acquire. From figure 14, the 
methods [46–48, 53, 55, 71, 73] received one star. The rea-
son is that the parameters are determined mainly through the 
user’s subjective experience. Therefore, the parameters may be 
selected blindly and laboriously. For the two-star techniques 

[49–52, 56–66, 70, 72], the optimal parameters can be pre-
dicted through the calibration of reflectance or iterations, thus 
reducing human intervention and showing a higher degree of 
automation. For the three-star techniques [54, 67–69, 74–81], 
it is not necessary to change the camera exposure or the pro-
jected patterns during the measurement. Therefore, human 
intervention can be avoided completely. It is noted that most 
of them are also additional equipment-based and algorithm-
based methods.

Furthermore, the ability to resist ambient illumination is 
discussed. The more powerful the resistance, the more stars 
the method obtains. For the techniques using image fusion, 
the ambient illumination will violate the captured intensity, 
making the selected highest unsaturated intensity unreliable. 
Moreover, the presence of ambient light also reduces the SNR 
of captured fringes from dark surfaces. For these reasons, the 
methods in [46, 47, 49, 50, 52, 54, 55, 67–71] are sensitive to 
ambient light and thus are given one star. The two-star meth-
ods [48, 51, 53, 56–66, 72–75, 77, 78] can calibrate the ambi-
ent light or use fringe modulation as criteria for HDR image 
fusion, and thus are insensitive to ambient illumination. The 
methods with three stars [65, 76, 79–81] have the most pow-
erful resistance to ambient light owing to the advantage of a 
large phase shift.

Finally, we investigate the potential for HDR 3D measure-
ment of moving objects. The higher the insensitivity to move-
ment, the more stars the technique receives. We can see that 
most of the reviewed methods have only one star, which means 
they are not appropriate for dynamic objects [46–53, 55–66, 
70–72, 79, 80]. The reason is that the motion can easily vio-
late the obtained pre-knowledge of the scenario, or the fusion 
of HDR fringe patterns. The two-star techniques [73, 76, 78, 
81] capture fewer images for measurements, and thus are less 

Figure 10. The enlarged view of the 3D reconstruction of the metallic cube. (a) Original; (b) Zhang; (c) Li; (d) Chen; (e) Feng; (f) Jiang; 
(g) Bruning.

Table 2. Reconstruction error of the implemented techniques.

Technique Metallic cube (mm) Circular plate (mm)

Zhang 0.074 0.24
Li 0.088 0.20
Chen 0.34 0.16
Feng 0.073 0.12
Jiang 0.097 0.25
Bruning 0.049 0.22

Meas. Sci. Technol. 29 (2018) 122001



Topical Review

13

Figure 11. The enlarged view of the 3D reconstruction of the plaster model. (a) Original; (b) Zhang; (c) Li; (d) Chen; (e) Feng; (f) Jiang; 
(g) Bruning.

Figure 12. The enlarged view of the 3D reconstruction of the circular plate’s left boundary. (a) Original; (b) Zhang; (c) Li; (d) Chen;  
(e) Feng; (f) Jiang; (g) Bruning.
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sensitive to the movement. For the methods having three stars 
[54, 67–69, 74, 75, 77], only a few images are required, e.g. 
[54] can measure shiny and discontinuous surfaces with only 
four images. Therefore, they are more suitable for measure-
ments of moving HDR objects.

6. Future research directions and recommendations

Compared with traditional FPP techniques, HDR FPP tech-
niques show the advantage of higher measurement adaptabil-
ity to different kinds of surfaces. But, this does not mean that 
the HDR techniques are trouble-free all the time. First, chal-
lenges from measured objects and practical implementation 
are discussed here. Then, several potential applications for the 
HDR techniques are introduced. Finally, some measures for 
better performance are also recommended.

6.1. Challenges from measured objects

6.1.1. Extremely smooth surfaces. For very smooth or mir-
ror-like surfaces, the reflected light will be almost entirely 
comprised of specular reflection. From our experiments, 
we have seen that the effect of specular reflection will not 
be removed even if we use a very short exposure time or a 
very low illumination intensity. Also, from the discussion in 

the above section, there are only a few techniques that can 
deal with the satur ation caused by specular reflection. For 
very glossy objects, the specular reflection can be attenuated 
with polarizers [67, 70]. But, it should be noted that some-
times the remaining diffuse light is still too weak to be used to 
reconstruct an accurate 3D model, even if the reconstruction 
is compensated with a long exposure time. Compared with the 
widely used sinusoidal patterns, the binary pattern is less sen-
sitive to the effect of specular reflection [53, 61], in which the 
edge rather than the phase is extracted. In addition, multi-view 
fringe projection systems can also be utilized as long as the 
corresponding points from different views are not saturated at 
the same time [54, 69, 71].

6.1.2. Transition areas. For HDR 3D imaging, we may face 
surfaces with textures having distinctive reflectance changes, 
e.g. the checkerboard. With the reviewed techniques, we can 
properly handle the pixels within each homogeneous region. 
However, errors tend to occur at the transition areas. The 
reason is that due to the discrete spatial sampling, pixels at 
the texture boundary capture light reflected from the dark 
and bright areas simultaneously. The captured intensity is 
affected by the area of the transition region, the ratio of areas 
with different reflectivity, and the difference in reflectivity 
for the area [62]. Due to these influences, it is difficult to 

Figure 13. Comparison of the applicability.

Figure 14. Comparison of advantages and disadvantages. The more stars given, the more powerful the technique.
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correctly measure the corresponding contour. Visually, these 
errors look like small pulses at the transition areas. As the 
errors show evident depth changes on retrieved 3D models, 
one can readily locate them and correct them with the assists 
of neighboring pixels. This could be effective for smooth 
surfaces. However, it may be fragile for geometrically com-
plex surfaces. One promising strategy is to project binary 
patterns and extract the edges to recover the profile, which 
is less sensitive to the unreliable intensity captured at the 
transition areas [53, 61].

6.2. Challenges from implementation

6.2.1. Measurement efficiency. With the rapid development 
of digital illumination and imaging technology, many appli-
cations are beginning to require fast or in-line 3D measure-
ments. For techniques using image fusion, if N frames of 
fringe images are required for a normal 3D reconstruction, 
one has to capture a total of mN images for an HDR 3D recon-
struction where m is the number of exposure times used or 
the number of projections of patterns with different strength. 
Thus, the time cost can easily increase by m times for this 
kind of HDR measurement. From our discussion, the three-
star methods have the highest efficiency among the reviewed 
techniques. Although they can recover the contour with a 
single measurement, some of them still have to project many 
patterns during the period of measurement. Intuitively, high-
speed cameras and projectors can be used to reduce the time 
cost of image acquisition [73] but at the expense of higher 
investment. In contrast, the methods exploiting additional 
equipment or multi-view geometry have greater potential 
for improving the efficiency substantially, since the dynamic 
range can be extended without depending on the information 
collected temporally [54, 67–69].

6.2.2. Indirect illumination. When a scenario is lit, the radi-
ance measured has two components: direct illumination due 
to direct lighting from the projector and indirect illumination 
caused by light reflected by other points in the scenario [89], 
e.g. deep holes. The indirect illumination can seriously dete-
riorate the HDR 3D measurements, since the reflective points 
can easily reflect images of their adjacent areas. Zhong et al 
[51] considered the effect of interreflection and presented a 
calibration method for a global optimal exposure time. Nayar 
et al [89] showed that high-frequency patterns can potentially 
remove the effect of indirect illumination. But, increasing the 
frequency also increases the signal periodicity, which makes 
the phase unwrapping more difficult. Inspired by this method, 
Chen et al [90] developed a promising modulated phase-shift-
ing technique, which can remove the effect of indirect illumi-
nation for lower-frequency patterns.

6.3. Potential applications

Without applications, technology will not advance. Here, sev-
eral potential applications for HDR 3D imaging with fringe 
projection techniques are introduced. Generally, due to their 

enhanced ability to deal with objects with complex surfaces, 
they are more flexible than conventional fringe projection 
techniques. Their values will be further increased by building 
the bridge between these techniques and other fields.

6.3.1. Quality control for surfaces. In manufacturing, quality 
control is a process that ensures customers receive products 
free from defects that meet their needs. Distortion in shapes or 
flaws on surfaces will adversely affect the reliability of manu-
factured components and reduce the product lifetime. There-
fore, quality control of surfaces is important in industrial 
manufacturing. Due to its high precision and high efficiency, 
fringe projection profilometry is widely applied to inspections 
of surfaces. Compared with traditional fringe projection tech-
niques, reinforced HDR 3D measuring approaches are show-
ing higher adaptability and flexibility for scanned objects. 
They are good at dealing with reflective workpieces or sur-
faces painted with bright and dark textures, which are difficult 
for the traditional methods.

6.3.2. Reverse engineering. Reverse engineering, also 
called back engineering, is the process by which an object 
is deconstructed to reveal its engineering specifications and 
architecture. Objects with regular geometry are often gener-
ated analytically with geometric model schemes. For free-
form objects which do not have regular shapes, however, 
it is necessary to measure them to make digital 3D records 
of them. Compared with contact scanning by CMM, fringe 
projection-based HDR 3D profilometry can obtain geometric 
information accurately and efficiently without physical con-
tact. Moreover, owing to the extended dynamic range, it can 
inspect objects with different characteristics in terms of reflec-
tion, which reduces the difficulty in the reverse engineering of 
complex objects.

6.3.3. Manufacture of robots. Robots are changing the face of 
manufacturing nowadays. They are designed to move mat erials, 
as well as perform a variety of tasks in manufacturing and pro-
duction settings. They are often used to perform duties that are 
dangerous, or unsuitable for human workers, such as repetitious 
work that causes boredom and could lead to injuries because of 
the inattentiveness of the worker. With HDR 3D imaging, visual 
ability in three dimensions will enhance the robot’s capability 
for more applications. For example, the robot can grab objects 
and reconstruct the surroundings with the assists of the 3D 
information. Furthermore, the sensing is more robust and flex-
ible with HDR 3D reconstructions, and is less sensitive to the 
appearance of scanned surfaces. The increased ability in vision 
will facilitate the development of more powerful robots.

6.3.4. 3D digitization of cultural heritage. Digitization is 
changing our cultural experience, not only in terms of new 
technology-based access, but also in terms of participation 
and creation. The digitization and online accessibility of cul-
tural resources gives cultural heritage a clear profile on the 
Internet and protects cultural diversity. Digitization of cultural 
heritage includes the 3D digitization, management, storage, 
and reproduction of 3D data. As the first step, 3D digitization 
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is very significant to the whole process of digitization. Ben-
efitting from an enhanced dynamic range, HDR 3D measuring 
techniques are robust in dealing with the large variation of 
texture which may be caused by erosion over the years, and 
can deal with the reflective parts of scanned cultural relics. 
This merit makes them versatile for 3D digitization of cultural 
heritage.

6.3.5. Human body scanning. 3D body scanning can cap-
ture an entire human body, or only specific parts, to gener-
ate a detailed 3D model. As no two human bodies are alike, 
the scan finds its purpose basically everywhere a custom fit is 
called for. For example, it can be applied to shape analysis, 
creating personalized figurines, creating avatars, and custom 
fitting of equipment. Compared with conventional structured 
light methods, HDR 3D imaging techniques do not have 
requirements on the color of clothes of the scanned human, 
i.e. clothes with dark color are also allowed. In addition, they 
can measure the shiny surfaces of leather clothing, jewelry 
(opaque), or other accessories, which is desirable for human 
body scanning.

6.4. Recommendations

To better perform HDR 3D measurements with fringe projec-
tion, we recommend users to take the following measures.

 •  To eliminate the effect of ambient light, find a dark 
environ ment if possible. If not, increase the brightness of 
the projected light and decrease the size of the aperture of 
the camera lens.

 •  To use methods based on camera multi-exposure, the 
initial exposure time suggested is 1/Fp, where Fp is the 
frequency of the projector. Moreover, the increment of 
the following exposures should be multiples of the initial 
exposure time.

 •  For measurements of dark objects, an enhancement of the 
projected intensity is preferred. Although increasing the 
exposure time can also make the object become brighter, 
more ambient light tends to be captured at the same time. 
Moreover, the efficiency is not changed with the strong 
projected intensity but will be affected with prolonged 
exposure time. For extremely dark surfaces, one may 
increase the projected intensity and exposure time simul-
taneously.

 •  For measurements of shiny and smooth objects, the 
simplest way is to introduce polarizers which can deal 
with the saturation caused by either specular reflection or 
diffuse reflection without changing the algorithms used. 
If dark objects also exist, a hybrid method synthetically 
increasing the projected intensity or the exposure time is 
suggested.

 •  A simple yet effective way to perform HDR 3D measure-
ments is to use the N-step phase shifting method with 
a large phase step, e.g. N � 7. It is insensitive to both 
saturation (caused by diffuse light) in bright areas and 
low SNR signal in dark regions.

 •  For measurements of moving shiny objects, a multi-view 
fringe projection system is a good choice. It can not only 
remove the effect of saturation but also benefit from 
epipolar constraint which can unwrap the phase unam-
biguously without increasing the number of patterns.

7. Conclusion

We have presented a comprehensive review of HDR 3D 
imaging techniques with fringe projection. A new classifica-
tion of the reviewed techniques has been presented. In gen-
eral, they can be classified into two groups: equipment-based 
techniques and algorithm-based techniques. The difference 
between the two groups is that the former calculates 3D recon-
structions from processed images, e.g. images that are fused 
from several raw images captured with different parameters. 
On the contrary, the latter can extract the 3D shape informa-
tion directly from raw images, e.g. images with highlights or 
saturated pixels. Most HDR methods belong to the first group, 
so this group is further subdivided into four groups: camera-
based techniques, projector-based techniques, additional 
equipment-based techniques, and hybrid techniques. This 
work comprehensively reviews the methods in each group 
from both principles and experiments. With the experimental 
results and our discussion, we show the advantages and con-
straints of the approaches in terms of the capacity of handling 
surfaces with different kinds of reflection characteristic. We 
believe this article will be a useful guide for rapidly finding 
or developing a suitable HDR 3D shape acquisition technique 
for a given application.
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