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Fringe projection profilometry has been widely used in many fields for its advantages such as high speed, high
accuracy, and robustness to environmental illumination and surface texture. However, it is vulnerable to high
dynamic range (HDR) objects. To this end, we propose a technique that can enhance the dynamic range of the
fringe projection profilometry system. According to the surface reflectivities of the measured objects, several
groups of fringe patterns with optimal light intensities are generated based on the intensity response function
of a camera. The HDR fringe images are acquired by fusing these fringe patterns, and a three-step phase-shifting
algorithm is used to obtain the unwrapped phase from the fused images. Experimental results demonstrate that
the proposed technique can accurately measure objects with an HDR of surface reflectivity variation. © 2018

Optical Society of America

OCIS codes: (120.0120) Instrumentation, measurement, and metrology; (150.6910) Three-dimensional sensing; (120.5050) Phase

measurement; (100.2000) Digital image processing.
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1. INTRODUCTION

Fringe projection profilometry is an active optical 3D shape mea-
surement technology based on structured light and stereo match-
ing. It has been applied extensively in many fields [1,2] benefiting
from its superiorities of high speed and high accuracy. A fringe
projection system generally consists of a camera, a projector,
and a computer. A set of designed fringe patterns is projected onto
the measured objects. Then the camera captures the corresponding
deformed fringe patterns, which contain the phase information of
measured objects. The phase information can be extracted by using
appropriate phase decoding algorithms [3,4]. Combined with the
geometric parameters obtained by calibration in advance, we can
calculate the real-world 3D coordinates of measured objects [5,6].

In photography, revealing details in the dark region requires
high exposures, while preserving details in the bright region re-
quires low exposures. Most conventional cameras cannot provide
this large range of exposure values with a single exposure. As a
result, the conventional camera does not perform well when pho-
tographing high dynamic range (HDR) objects. To overcome

this problem, Zhang and Yau [7] proposed a technique called
HDR scanning. For this multiexposure technique, a sequence
of fringe images is taken at different exposure times. To get
high-quality fringe patterns, the areas with high reflectivity
are extracted from the short exposure images, while the areas
with low reflectivity are extracted from the long exposure images.
The brightest but not saturated pixels are chosen to integrate into
new HDR images. This method improves dynamic range of
measurement effectively. However, since the effect of exposure
time is not quantified, a large number of images taken at differ-
ent exposure time are required when measuring complex HDR
objects. This method thus has disadvantages of being time-
consuming and redundant regarding image data. To overcome
these disadvantages, Ekstrand and Zhang [8] proposed a tech-
nique that can quantify the effect of exposure time based on
the feedback from the reflectivity of measured objects. In this
technique, a trade-off must be made between overexposing
the brightest areas of objects and losing the fringes in the darkest
areas of objects in shadow. This means that it cannot compensate
for objects with very wide variation of reflectivity.
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Adjusting the light intensity of the projector is another way
of solving the HDR problem. Zhang et al. [9] proposed
a method that can acquire HDR fringe images by controlling
the light intensity of projection patterns at pixel level based on
the feedback from reflected images. A proper light intensity of a
pixel in the projector frame is derived from the camera response
function to ensure that the corresponding pixel in the image
frame is not saturated. Therefore, this method requires accurate
calculation of the homography matrix from the camera to the
projector that needs complicated compensation algorithms to
reduce matching error. This increases the computation load,
and it is difficult to guarantee the measurement accuracy.

In addition, other methods have been proposed to solve the
HDR problem by using polarization filters [10], color filters
[11], and multiple cameras [12]. However, they all require ad-
ditional hardware to improve the performance of their systems,
possibly leading to increased cost or complex calculations.

In this paper, we propose a technique that can solve the HDR
problem of the fringe projection profilometry effectively. The
proposed technique can generate fringe patterns with proper light
intensities by calculating the reflectance characteristics of mea-
sured objects with the intensity response function of a camera
that is derived from the reflection model. And an image fusion
algorithm is availably used for image enhancement. Compared to
conventional methods, our method has the following advantages:

(1) It reduces the number of fringe images and avoids com-
plex calculation, improving the efficiency of measurement.

(2) It can extract the region of interest from the measured
objects, making the measurement more flexible.

(3) It needs no additional hardware facilities, so it is easy to
be applied to other fringe projection profilometry systems.

2. PRINCIPLE

A. Three-Step Phase-Shifting Algorithm
Phase-shifting algorithms are widely used in the 3D shape mea-
surement. In this paper, a three-step phase-shifting algorithm is
applied to the phase measurement. The fringe image intensities
with a phase shift of 2π∕3 are written as

I1�x; y� � I 0�x; y� � I 0 0�x; y� cos
�
φ�x; y� − 2π

3

�
; (1)

I 2�x; y� � I 0�x; y� � I 0 0�x; y� cos�φ�x; y��; (2)

I 3�x; y� � I 0�x; y� � I 0 0�x; y� cos
�
φ�x; y� � 2π

3

�
; (3)

where �x; y� is the pixel coordinate in the image plane, I 0�x; y�
is the average intensity, I 0 0�x; y� is the intensity modulation,
and φ�x; y� is the phase to be measured. Solving Eqs. (1)–(3),
we can obtain

φ�x; y� � tan−1
ffiffiffi
3

p �I1�x; y� − I 3�x; y��
2I 2�x; y� − I1�x; y� − I 3�x; y�

: (4)

The φ�x; y� value ranges from −π to �π and is also known
as the wrapped phase. To obtain a continuous phase map, we
need a phase unwrapping algorithm to remove the 2π phase
discontinuities. Over the years, numerous phase unwrapping
algorithms have been developed. In this paper, we choose the

multifrequency temporal phase unwrapping algorithm [13] to
obtain the unwrapped phase.

B. Analysis of Phase Error Caused by Saturation
For an 8-bit grayscale digital camera, its light intensity range is
0∼255. For the purpose of simplification, we suppose the
intensity error is introduced only from saturation. For N -step
phase-shifting, the light intensity value of the image can be
described as

I 0Cn �x; y� �
�
ICn �x; y� ICn �x; y� ≤ 255
255 ICn �x; y� > 255

; (5)

where subscript nmeans the nth image, ICn �x; y� is the real light
intensity value, and I 0Cn �x; y� is the light intensity captured
by the camera. The intensity error caused by saturation can be
written as

ΔICn �x; y� �
�
0 ICn �x; y� ≤ 255
ICn �x; y� − 255 ICn �x; y� > 255

: (6)

According to the phase-shifting algorithm [14], the phase
error can be calculated as

Δφ�x; y� � 2

NI 0 0�x; y�
XN−1

n�0

sin

�
φ�x; y� − 2πn

N

�
ΔICn �x; y�: (7)

It can be seen from Eq. (7) that if N is large enough, the
phase error can be negligible. However, projecting too many
phase-shift patterns will reduce the efficiency of measurement.
So, we solve the saturation problem by eliminating ΔICn �x; y�
instead of increasing N .

C. Derivation of the Intensity Response Function
To explore the relationship between the light intensity captured
by camera and that outputted from the projector, we should
analyze the influence of different illumination sources first.
Typically, in a fringe projection system, the following illumi-
nation sources need to be considered: (1) the ambient light
coming directly to the camera sensor with an intensity of IA,
(2) the projected light with an intensity of IP reflected by the
measured object with surface reflectivity of ρ, ρIP , and (3) the
ambient light with an intensity of IO reflected by the object,
ρIO. The schematic diagram is illustrated in Fig. 1.

Assuming the camera sensitivity is γ, the exposure time is t,
and the noise of the sensor is IN , the intensity IC captured by
the camera can then be described as

Fig. 1. Different sources of illumination.
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IC �x; y� � γt�ρ�x; y�IP�u; v� � ρ�x; y�IO � IA� � IN ; (8)

where �u; v� denotes the pixel coordinate in the projector plane.
Letting

a�x; y� � γtρ�x; y�; (9)

b�x; y� � γt �ρ�x; y�IO � IA� � IN : (10)

Equation (8) can be simplified as

IC �x; y� � a�x; y�IP�u; v� � b�x; y�: (11)

For a given measured object and measurement environ-
ment, if the camera sensitivity γ and the exposure time t remain
constant, IC �x; y� depends only on IP�u; v�. Equation (11) is
the so-called intensity response function. To solve a�x; y� and
b�x; y�, we first have to know the value of IP�u; v� and IC �x; y�.
IC �x; y� can be obtained easily from the image, while IP�u; v�
depends on the pixel coordinate �u; v�. For each pixel �x; y� of
the camera, we can get the initial corresponding pixel �u; v�
of the projector by homography matrix. However, the process
of solving the homography matrix is complicated. And it is dif-
ficult to ensure the accuracy and reliability of the homography
matrix. Therefore, we project a set of uniform patterns with
different light intensities onto the measured object to avoid
calculating the homography matrix. For an 8-bit projector,
the uniform patterns are expressed as8<

:
IPi � �i − 1� × s
0 ≤ IPi ≤ 255

i � 1; 2;…; T

; (12)

where i is the ith pattern, s is the step size, and T is the total
number of the uniform patterns. Because the image pixels
behave nonlinearly when saturated, IPi should be selected rea-
sonably to avoid image saturation (255 for an 8-bit camera).
Then Eq. (11) can be rewritten as�

ICi �x; y� � a�x; y�IPi � b�x; y�
0 ≤ ICi �x; y� < 255

: (13)

Theoretically, two patterns are sufficient to solve a�x; y� and
b�x; y�. In consideration of noise, more patterns should be used
to increase the accuracy. For different measured objects, we can
get enough uniform patterns through setting the values of s and
T . Equation (13) can be concisely expressed in matrix form as2

6666664

IP1 1

IP2 1

..

. ..
.

IPT 1

3
7777775
·
�
a�x; y�
b�x; y�

�
�

2
6666664

IC1 �x; y�
IC2 �x; y�

..

.

ICT �x; y�

3
7777775
: (14)

Assuming the reflection intensity and the ambient light on
the object surface do not change during measurement, we can
get the values of a�x; y� and b�x; y� by the least squares method.

Figure 2 gives an example of a checkerboard. For the
checkerboard, s and T are set to be 20 and 8, respectively.
Figure 3 shows the result; it can be seen the a�x; y� of the white
square is much greater than the a�x; y� of the black square. So,
for the white square, the projected light intensity should be low

to avoid saturation. For the black square, the projected light
intensity should be high to improve the signal-to-noise ratio.

D. Generate Projection Patterns
Theoretically, the optimal intensity ICopt captured by camera
avoids saturation and has a high signal-to-noise ratio. Thus,
ICopt should be 254 for an 8-bit camera. And the corresponding
optimal projected light intensity IPopt can be derived from the
intensity response function

IPopt�x; y� �
ICopt�x; y� − b�x; y�

a�x; y� � 254 − b�x; y�
a�x; y� : (15)

Taking into account the fitting error and measurement
noise, we have to reserve some gray level space to avoid

Fig. 2. (a) Photograph of the checkerboard, (b) checkerboard with
intensity of 0, (c) checkerboard with intensity of 20, (d) checkerboard
with intensity of 40, (e) checkerboard with intensity of 60, (f ) checker-
board with intensity of 80, (g) checkerboard with intensity of 100,
(h) checkerboard with intensity of 120, and (i) checkerboard with
intensity of 140.

Fig. 3. (a) a�x; y� of the checkerboard, (b) b�x; y� of the checker-
board, (c) cross-section plot of a�x; y�, and (d) cross section plot of
b�x; y�.

1380 Vol. 57, No. 6 / 20 February 2018 / Applied Optics Research Article



saturation. If the reserved value is not large enough, it will cause
image saturation in some extreme cases, while if the reserved
value is too large, it will reduce the signal-to-noise ratio. For
the reserved value, 9 can meet the needs of most experiments.
Equation (15) is rewritten as

IPopt�x; y� �
254 − 9 − b�x; y�

a�x; y� � 245 − b�x; y�
a�x; y� : (16)

Equation (16) shows that each pixel �x; y� will correspond to
a IPopt�x; y�. However, it is impossible to measure an object with
every acquired IPopt�x; y�. Only several projected light intensities
would be adequate for general measured objects due to the fact
that a single projected light intensity can provide enough
intensity for a surface with an appropriate variation range of
reflectivity. In the proposed method, the projected light inten-
sities depend on the distribution of a�x; y�. a�x; y� is divided
into several intervals, and each interval has a corresponding pro-
jected light intensity. Therefore, the size of the interval length
has a direct impact on the measurement result. The smaller the
intervals, the more light intensities will be used. This improves
the measurement accuracy but sacrifices the measurement ef-
ficiency. In other words, a trade-off must be made between
measurement accuracy and efficiency. Many of our experiments
have shown that the requirements on both accuracy and effi-
ciency can be satisfied, when the interval length is set to be 1.
For a given pixel �x; y�, we can get

a�x; y� ∈ �Floor�a�x; y��; Floor�a�x; y� � 1��; (17)

where Floor() is the integral function that takes a real number x
and gives the greatest integer that Floor�x� is less than or equal
to x. The serial number k of the interval is

k � Floor�a�x; y�� � 1: (18)

The corresponding projected light intensity IPk can be
expressed as

IPk � 245 − bul
m

; (19)

�
m � aul if a�x; y� ∈ �Floor�aul �; Floor�aul � � 1�
m � k otherwise

; (20)

where aul is the upper limit value of a�x; y�, and bul is the upper
limit of b�x; y�. Ideally, aul is the maximum value of all a�x; y�,
and bul is the maximum value of all b�x; y�. However, for a
digital camera, there are some hot pixels that look much
brighter than they should. After eliminating hot pixels, we
can get aul and bul by statistical analysis. Then, for the use
of a three-step phase-shifting algorithm, the average intensity
I 0 of fringe patterns is given by

I 0�u; v� � IPk
2
; (21)

and the intensity modulation I 0 0 is given by

I 0 0�u; v� � IPk
2
: (22)

For the checkerboard shown in Fig. 2(a), its histograms of
a�x; y� and b�x; y� are shown in Fig. 4. For the white squares,
their a�x; y� is concentrated in interval [1.3, 2.3], while a�x; y�
of the black squares is concentrated in interval [0, 0.6].

In this case, a�x; y� is divided into two intervals: [0, 1] and
[1, 2.3]. From Eqs. (18)–(20), we can get the projected light
intensities, as follows:

IP1 � 245 − 10

1
� 235; (23)

IP2 � 245 − 10

aul
� 245 − 10

2.3
� 102: (24)

From Eqs. (23) and (24), two groups of fringe patterns are
generated as follows:

Group 1:

8>><
>>:

IP11�u; v� � 117.5� 117.5 cos
h
φ�u; v� − 2π

3

i
IP12�u; v� � 117.5� 117.5 cos�φ�u; v��
IP13�u; v� � 117.5� 117.5 cos

h
φ�u; v� � 2π

3

i ;

(25)

Group 2:

8>><
>>:

IP21�u; v� � 51� 51 cos
h
φ�u; v� − 2π

3

i
IP22�u; v� � 51� 51 cos�φ�u; v��
IP23�u; v� � 51� 51 cos

h
φ�u; v� � 2π

3

i : (26)

Figure 5(a) shows a mix material composed of three com-
ponents: a metal plate made of aluminum, a brown carton, and
a black carton. Figure 5(b) shows its histogram of a�x; y�. It can
be seen that its variation range of a�x; y� is larger than the
checkerboard.

For the mix material, its aul and bul are 2.5 and 20, respec-
tively. To achieve high measurement accuracy of the mix
material, a�x; y� is divided into three intervals: (0, 1], (1, 2],
and (2, 2.5]. The corresponding projected light intensities are

Fig. 4. (a) Histogram of a�x; y� and (b) histogram of b�x; y�.

Fig. 5. (a) Photograph of the mix material and (b) histogram of
a�x; y�.
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IP1 � 245 − 20

1
� 225; (27)

IP2 � 245 − 20

2
� 112; (28)

IP3 � 245 − 20

aul
� 245 − 20

2.5
� 90; (29)

and we have three groups of fringe patterns as follows:

Group 1:

8>><
>>:

IP11�u; v� � 112.5� 112.5 cos
h
φ�u; v� − 2π

3

i
IP12�u; v� � 112.5� 112.5 cos�φ�u; v��
IP13�u; v� � 112.5� 112.5 cos

h
φ�u; v� � 2π

3

i ;

(30)

Group 2:

8>>><
>>>:

IP21�u; v� � 56� 56 cos
h
φ�u; v� − 2π

3

i
IP22�u; v� � 56� 56 cos�φ�u; v��
IP23�u; v� � 56� 56 cos

h
φ�u; v� � 2π

3

i ; (31)

Group 3:

8>>><
>>>:

IP31�u; v� � 45� 45 cos
h
φ�u; v� − 2π

3

i
IP32�u; v� � 45� 45 cos�φ�u; v��
IP33�u; v� � 45� 45 cos

h
φ�u; v� � 2π

3

i : (32)

E. Image Fusion
In actual measurements, fringe images with a high projected
light intensity can preserve the detail in the dark region, but
they are more likely to cause saturation, while fringe images
with a low projected light intensity have a low signal-to-noise
ratio in the dark region. Through image fusion, we can com-
bine the merit or the complementarity of the images with dif-
ferent light intensities and obtain new images with more
abundant information. As mentioned in the preceding section,
we get several groups of fringe patterns with different light
intensities. The light intensities of the images captured by
the camera are denoted as8>>><

>>>:

ICk1�x; y� � a�x; y�IPk1�u; v� � b�x; y�
ICk2�x; y� � a�x; y�IPk2�u; v� � b�x; y�
ICk3�x; y� � a�x; y�IPk3�u; v� � b�x; y�
k � 1; 2;…; �Floor�aul � � 1�

; (33)

where k is the serial number of the intervals. The fused images
IF1–IF3 are formed as the cases

if a�x; y� > aul or b�x; y� > bul,8<
:

IF1�x; y� � 0

IF2�x; y� � 0

IF3�x; y� � 0

; (34)

if a�x; y� ≤ al l , 8<
:

IF1�x; y� � 0

IF2�x; y� � 0

IF3�x; y� � 0

; (35)

if al l < a�x; y� ≤ aul ,

8>>><
>>>:

IF1�x; y� � F · I
C
k1�x;y�−b�x;y�

a�x;y�

IF2�x; y� � F ·
ICk2�x;y�−b�x;y�

a�x;y�

IF3�x; y� � F ·
ICk3�x;y�−b�x;y�

a�x;y�

; (36)

F � m
aul

; (37)

where m can be calculated by Eq. (20), F is a parameter used to
ensure the light intensity continuity of the fused images, and al l
is the lower limit value of a�x; y�. On an image captured by
camera, there are normally noise and shadows, which leads
to some invalid points. Invalid points normally have very
low light intensities. al l is used for distinguishing between
invalid points and measured objects.

Traditional methods use the intensity modulation I 0 0�x; y� to
distinguish invalid points, which cannot perform well when
measuring objects with low reflectivity. Figure 6(a) shows a plas-
tic statue and a lifting table. Because of the black color, the
captured intensity of the lifting table is very low, meaning the
lifting table is hard to distinguish from invalid points when pro-
jecting patterns with low light intensities, as shown in Figs. 7(a)
and 7(c). In fact, the light intensity of the invalid point hardly
changes with the projected light intensity. Therefore, we can
distinguish between invalid points and measured objects by

Fig. 6. (a) Photograph of the plastic statue and the lifting table,
(b) fringe pattern captured by camera, and (c) fused image.

Fig. 7. (a) Image of the plastic statue and the lifting table with in-
tensity of 20, (b) a�x; y� of the plastic statue and the lifting table,
(c) cross-section plot of (a), (d) cross-section plot of (b).
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analyzing a�x; y�. Figures 7(b) and 7(d) show that a�x; y� of
the invalid points is less than 0.04, meaning al l of the plastic
statue and the lifting table should be set to be 0.04. From
Eqs. (34)–(36), we can get the fused image shown in Fig. 6(c).
Compared to the original image shown in Fig. 6(b), the fused
image has a higher dynamic range, and the light intensity of the
lifting table is enhanced.

Experimentally, we can remove almost all invalid points
when al l is set to be 0.04. However, it may also enhance un-
related objects, as shown in Fig. 8(c). Therefore al l should be
set properly according to the reflectivity of measured objects.
For measured objects with high reflectivity, we can increase
the value of al l to get a better fused image shown in Fig. 8(d).
Thus, al l is not limited to distinguish between invalid points
and measured objects. Cooperating with aul , al l can be used to
extract the region of interest from the measurement scene.

3. EXPERIMENTS

To verify the performance of our method, we built a fringe
projection system comprising a digital light processing
(DLP) projector (model: TI Light Crafter 4500) and an indus-
trial camera (model: AVT GigE Mako G030B). A photograph of
the experiment system is shown in Fig. 9. The camera has a
resolution of 644 × 484 at a frame rate of up to 200 fps. The
DLP projector has a resolution of 912 × 1140 at a frame rate of
up to 100 fps when projecting 8-bit gray-scale images.

The flowchart of the experiment is shown in Fig. 10.
It mainly includes three steps:

Step1: preparation work before the measurement. It includes
obtaining the calibration parameters of the system, setting
the threshold of the geometry constraint, and generating fringe
patterns.
Step2: image generation. In this step, the intensity response
function of the camera and image fusion are used to generate
HDR fringe images.

Step3: acquisition of 3D topography of objects. In this step, we
adopt the method discussed by Liu [15] to convert the absolute
phase to real-world 3D coordinates with MATLAB.

It should be noted that on the basis of experiments and
references, the impact of gamma nonlinearity of the Light
Crafter 4500 can be neglected. For a commercial projector,
it is sensitive to the nonlinear gamma. The gamma deforms
the ideal sinusoidal fringe patterns to be nonsinusoidal and
introduces error. If the fringe projection system consists of a

Fig. 8. (a) Photograph of a porcelain vase and an aluminum sheet,
(b) fringe pattern captured by camera, (c) fused image (al l � 0.04),
and (d) fused image (al l � 0.2).

Fig. 9. System setup.

Fig. 10. Flowchart of the proposed technique.

Fig. 11. (a) Photograph of the plaster and (b) photograph of the
metal wrench.

Fig. 12. (a) Representative fringe image with the maximum light
intensity of 255, (b) corresponding 3D measurement result of (a),
(c) enlarged detail of the region in (b), (d) fused fringe image, (e) cor-
responding 3D measurement result of (d), (f ) enlarged detail of the
region in (e).
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commercial projector, gamma correction [16] is necessary be-
fore taking a measurement.

A. Qualitative Evaluation
To verify our method can produce good 3D measurement re-
sults, we measured a plaster cast of David, as shown in
Fig. 11(a).

The three-step phase-shifting algorithm was used to calcu-
late 3D data. Figure 12(a) shows a representative fringe image
with the maximum light intensity of 255, demonstrating large
areas of highlight on the plaster. This leads to incorrect mea-
surement areas shown in Figs. 12(b) and 12(c). Figure 12(d)
shows a representative fused fringe image obtained by our
method, and its corresponding measurement result is shown
in Figs. 12(d) and 12(e). Compared to the measurement result
in Figs. 12(b) and 12(c), our method can provide more facial
details of the plaster.

To further verify the presented method, we tested it on a
metal wrench, shown in Fig. 11(b). Its variation range of
a�x; y� is larger than that of the plaster because of the metallic
specular reflection. Figure 13(a) shows that the saturated
regions of specular reflection completely block the fringe pat-
terns, leading to a very poor 3D measurement result shown in
Figs. 13(b) and 13(c). By comparison, the measurement result
of our method shown in Figs. 13(e) and 13(f ) is of high quality.

Fig. 13. (a) Representative fringe image with the maximum light
intensity of 255, (b) corresponding 3D measurement result of (a),
(c) enlarged detail of the region in (b), (d) fused fringe image, (e) cor-
responding 3D measurement result of (d), (f ) enlarged detail of the
region in (e).

Fig. 14. (a) Photograph of the pair of standard ceramic spheres,
(b) a�x; y� of the pair of standard ceramic spheres, (c) corresponding
3D measurement result of (a), (d) representative original fringe image,
(e) representative fringe image of Zhang’s method, (f ) representative
fringe image of our method.

Fig. 15. (a) Original 3D measurement results of the sphere A, (b) original 3D measurement results of the sphere B, (c) 3D measurement results of
the sphere A with Zhang’s method, (d) 3D measurement results of the sphere B with Zhang’s method, (e) 3D measurement results of the sphere A
with our method, (f ) 3D measurement results of the sphere B with our method, (g) distribution of the errors of (a), (h) distribution of the errors of
(b), (i) distribution of the errors of (c), (j) distribution of the errors of (d), (k) distribution of the errors of (e), (l) distribution of the errors of (f ),
(m) histogram of (g), (n) histogram of (h), (o) histogram of (i), (p) histogram of (j), (q) histogram of (k), (r) histogram of (l).

Fig. 16. (a) Cross-section plot of 3D measurement results of the
sphere A, (b) cross-section plot of 3D measurement results of the
sphere B, (c) cross-section plot of the measured error of the sphere A,
(d) cross-section plot of the measured error of the sphere B.
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The above experiments have demonstrated that the
proposed method can provide high-quality 3D measurement
results.

B. Quantitative Evaluation
To evaluate our method quantitatively, we measured a pair of
standard ceramic spheres. Figure 14(a) shows the pair of stan-
dard ceramic spheres of radius 25.4 mm. Its a�x; y� is shown in
Fig. 14(b). The result of statistical analysis indicates that its aul
and al l are 1.6 and 0.15, respectively. So, two projected light
intensities are enough to measure the standard ceramic spheres
well. The measurement result is shown in Fig. 14(c).

To better describe the accuracy and efficiency of our
method, we adopted Zhang’s method [7] for comparison.
The corresponding fringe images captured by the camera are

shown in Figs. 14(d)–14(f ). The measurement results of the
sphere A and the sphere B are displayed separately in
Figs. 15(a)–15(f ). Figures 16(a) and 16(b), respectively, show
one cross-section of the measurement result of the sphere A and
B. From the original result, we can see that there are notable
errors because of the saturated pixels, while Zhang’s method
and our method can obtain high-quality 3D measurement
results.

To obtain the measured errors, we used the measured data
shown in Figs. 15(a)–15(f ) to fit the sphere, and then the fitted
spheres were set as the ground truth. The differences
between the measured data and the fitted data are shown in
Figs. 15(j)–15(l). Figures 15(m)–15(r) show the quantitative
histograms of Figs. 15(j)–15(l). Figures 16(c) and 16(d) com-
pare the error of the sphere A and the sphere B measured with
different methods. And the concrete numerical value is shown
in Table 1. We can find from Table 1 that the accuracy of our
method is slightly higher than Zhang’s method.

Moreover, we measured a mix material composed of a
porcelain vase and an aluminum sheet shown in Fig. 17(a).
From Fig. 17(b), it can be easily found that the mix material
has a very wide variation range of a�x; y�. Its aul and al l are 3.2
and 0.2, respectively. According to Eqs. (18)–(20), the pro-
jected light intensities IP1 − I

P
4 are 220, 110, 73, and 68, respec-

tively. IP3 corresponds closely to IP4 , so IP1 , I
P
2 , and IP4 are

enough to measure the mix material well. The measurement
result is shown in Fig. 17(c).

The representative fringe images of different methods
are shown in Figs. 17(d)–17(f ). Figures 18(a)–18(c) and
18(g)–18(i) show the measurement results of the porcelain
vase. Figures 18(d)–18(f ) and 18(j)–18(l) show the measure-
ment results of the aluminum sheet. Because the mix material
has no unified standard, we just compared the 3D measure-
ment results, shown in Figs. 19(a) and 19(b).

The above experiments have demonstrated that our method
can get highly accurate 3D measurement results. Although
Zhang’s method can also get highly accurate 3D measurement
results, to obtain high-quality fringe images, a large number of
exposures are required. For example, we used 11 exposures to
measure the pair of standard ceramic spheres, and 20 exposures
for the porcelain vase and the aluminum sheet. In other words,
Zhang’s method needs 11 and 20 groups of fringe images to get
highly accurate 3D measurement results. Compared to Zhang’s

Table 1. Accuracy Results of the Proposed Method

Method Identifier Average Error/mm RMS/mm

Original Sphere A 0.048685 0.080596
Sphere B 0.049234 0.076788

Zhang’s method Sphere A 0.027167 0.032989
Sphere B 0.031009 0.037132

Our method Sphere A 0.024033 0.029132
Sphere B 0.029593 0.035932

Fig. 17. (a) Photograph of the mix material, (b) a�x; y� of the mix
material, (c) 3D measurement result of (a), (d) representative original
fringe image, (e) representative fringe image of Zhang’s method,
(f ) representative fringe image of our method.

Fig. 18. (a) Original 3D measurement results of the porcelain vase, (b) 3D measurement results of the porcelain vase with Zhang’s method,
(c) 3D measurement results of the porcelain vase with our method, (d) original 3D measurement results of the aluminum sheet, (e) 3D measurement
results of the aluminum sheet with Zhang’s method, (f ) 3D measurement results of the aluminum sheet with our method, (g) enlarged detail of (a),
(h) enlarged detail of (b), (i) enlarged detail of (c), (j) enlarged detail of (d), (k) enlarged detail of (e), (l) enlarged detail of (f ).
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method, our method is more efficient. On the one hand, our
method can measure objects with fewer groups of fringe im-
ages. On the other hand, it also avoids complex formation
of each fringe image pixel from a sequence of fringe images with
different exposures.

4. CONCLUSIONS

In this paper, we have developed a technique to enhance the
dynamic range of a fringe projection system. For measured ob-
jects with different reflectance, we use the intensity response
function of the camera and image fusion technology to derive
HDR fringe images. Compared to conventional methods, the
proposed method reduces the number of fringe patterns and
avoids the complex matrix calculation. Furthermore, the pro-
posed method can be applied to any existing fringe projection
system without any increase in hardware costs.
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