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1. Introduction

With the development of modern manufacturing technology, 
miniaturization of devices becomes increasingly important 
for it can make devices more complex and multi- functional, 
allowing the manufacture of portable, implantable, or even 
injectable device. At the same time, characterization of 
micro-components like MEMS at different manufacturing 
stage is of great importance. Dynamic measurement is also 

needed in the final devices to test their performance and char-
acteristics, especially 3D imaging of microstructure. Some 
recently developed techniques, such as confocal microscopy 
[1], white light interferometry (WLI) [2] and digital holog-
raphy microscopy (DHM) [3, 4] can be used in surface pro-
filometry of micro-objects. However, confocal microscopy 
has its disadvantage in measurement speed even though it can 
offer high resolution, while both WLI and DHM need com-
plex optical paths to generate interferometric fringe. These 
disadvantages limit their applications in a fast and conve-
nient 3D measurement of small samples. Different from the 

Measurement Science and Technology

Absolute three-dimensional micro  
surface profile measurement based  
on a Greenough-type stereomicroscope

Yan Hu1,2, Qian Chen2, Tianyang Tao1,2, Hui Li1,2 and Chao Zuo1,2,3

1 Smart Computational Imaging (SCI) Laboratory, Nanjing University of Science and Technology, 
Nanjing, Jiangsu Province 210094, People’s Republic of China
2 Jiangsu Key Laboratory of Spectral Imaging & Intelligent Sense, Nanjing University of Science and 
Technology, Nanjing, Jiangsu Province 210094, People’s Republic of China

E-mail: huyanjackson@163.com and surpasszuo@163.com

Received 6 September 2016, revised 21 December 2016
Accepted for publication 18 January 2017
Published 10 February 2017

Abstract
Fringe projection profilometry has become a widely used method in 3D shape measurement 
and 3D data acquisition for the features of flexibility, noncontactness, and high accuracy. 
By combining fringe projection setup with microscopic optics, the fringe pattern can be 
projected and imaged within a small area, making it possible for measuring 3D surfaces 
of micro-components. In this paper, a Greenough-type stereomicroscope arrangement is 
firstly applied for this situation by using the two totally separated and coaxial optical paths 
of the stereomicroscope. The calibration framework of the stereomicroscope-based system 
is proposed, which enables high-accuracy calibration of the optical setup for quantitative 
measurement with the effect of lens distortion eliminated. In the process of 3D reconstruction, 
depth information is firstly retrieved through the phase-height relation calibrated by a 
nonlinear fitting algorithm, and the transverse position can be subsequently obtained by 
solving the equations derived from the calibrated model of the camera. Experiments of both 
calibration and measurements are conducted and the results reveal that our system is capable 
of conducting fully automated 3D measurements with a depth accuracy of approximately  
4 μm in a volume of approximately 8(L) mm  ×  6(W) mm  ×  3(H) mm.
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mentioned methods above, fringe projection  profilometry 
(FPP) has the feature of flexibility, noncontactness and high 
accuracy, rendering it a widely used technique in 3D shape 
measurement of macro objects [5–10].

When applying FPP to 3D measurement of micro-scale 
objects, people need micro-vision instruments to provide 
magnification for both the projector and the camera so that 
the fringe pattern can be projected and imaged within a small 
area. Combining FPP with a stereo micro-vision system, 
one can retrieve depth information [11–13]. Relevant lit-
erature mainly addresses two kinds of systems based on 
stereo micro-vision instruments: telecentric lenses based and 
common main objective (CMO) stereomicroscopes based. 
Recent studies reveal that cameras with telecentric lens can 
be accurately calibrated using general parameters [14, 15]. Li 
and Zhang [16] proposed a calibration method for a micro-
scopic structured light system, which successfully utilizes 
perspective and telecentric models to represent two optical 
paths, respectively. However, in this system the fringe pattern 
is projected directly on the object without passing through 
a magnification optical path, leading to low fringe density 
and signal to noise ratio [17]. The recently proposed tel-
ecentric 3D profilometry using double telecentric lenses [18] 
improves the performance. However, the fixed parameters 
of the lenses make it difficult to completely match the field 
of view (FOV) of the camera and the region of projection. 
Stereomicroscopes, as another kind of stereo micro-vision 
instrument, can supply dual views for 3D observation, which 
provides another valid way to profile the surface of small 
objects [13, 19–21]. The commonly used CMO stereomi-
croscope has a specially installed objective shared by both 
optical paths, which could lead to image distortions typically 

exceeding one or two pixels due to the non-paraxial optics 
[22]. This property makes it difficulty to precisely calibrate 
optical systems based on CMO stereomicroscopes. Another 
type of commonly used stereomicroscope, named Greenough-
type, has two totally separate coaxial optical paths, which are 
much easier to be calibrated.

In this paper, we propose an accurate calibration-based 
measurement system to profile the surface of micro-scale 
objects by using both optical paths of a Greenough-type 
stereomicroscope. A camera and a projector are fixed on 
the stereomicroscope, which enables the stereomicroscope 
to conveniently conduct 3D quantitative measurements. A 
perspective model considering lens distortion [16, 23, 24] is 
used to calibrate the camera optical path, which takes advan-
tage of the flexibility and high accuracy of the classic planar 
camera calibration technique. The projector and the other 
optical path of the stereomicroscope compose the projec-
tion part of the system. This optical part is more complex, 
making the projector difficult to be calibrated by general 
parameters. Instead, we set up a relation between depth 
and phase value in each pixel of the camera by a polyno-
mial fitting method after measuring phase values of a series  
planes perpendicular to z direction in different depths  
[25, 26]. In the 3D reconstruction process, the unwrapped 
phase value modulated by the object is firstly calculated 
using the multi-frequency projection technique [27, 28]. 
Then, the absolute height value in each pixel can be derived 
through the proposed phase-height relation. After the dist-
ortion is compensated in the CCD plane, each pixel of the 
camera offers three governing equations based on the per-
spective model. Therefore the corresponding 3D position 
can be totally derived accordingly.

Figure 1. Simplified models of Greenough-type and CMO stereomicroscopes. (a) The path of light rays in the Greenough-type 
stereomicroscope of our system. (b) The path of light rays in a CMO stereomicroscope.

Meas. Sci. Technol. 28 (2017) 045004



Y Hu et al

3

2. Measurement principle

2.1. Properties of stereomicroscopes

A Greenough-type stereomicroscope is used as the basic instru-
ment in our measurement system. As shown in figure 1(a), a 
Greenough-type stereomicroscope is composed of two totally 
separate coaxial optical paths, while a single large objective 
shared by both optical paths can be seen in a CMO stereo-
microscope as shown in figure  1(b). Figure  1(a) shows the 
basic light path in our system. The projector is fixed upon the 
left eyepiece. The camera is fixed on the microscope through 
a C-type adapter, which shares the light divided by a beam 
splitter in another tube of the microscope. A CMO stereomi-
croscope carries inherent small amounts of off-axis aberrations 
such as astigmatism, coma, and lateral chromatic aberration. 
This occurs because each optical channel receives light rays 
from an off-center region of the large objective instead of 
directly from the center, where aberrations are at a minimum 
or practically non-existent in lenses. Hence, compensation for 
optical aberrations of a Greenough-type stereomicroscope is 
much less than a CMO design, because the lenses are smaller, 
axially symmetrical, and do not rely heavily on the light rays 
passing through the objective periphery. Benefiting from the 
proper combination of lenses and precise installation, the uti-
lized Greenough-type stereomicroscopes in our system can 
be easily calibrated using our method, which is introduced in 
section 3.

The used stereomicroscope in our system is equipped 
with a zoom system to change the overall magnification from  
0.8 × to 5×. The FOV is inversely proportional to the mag-
nification factor, thus this zoom lens system can be applied 
to change FOV to accommodate different size of measured 
objects. Depth of field (DOF) is another important concept 
in stereomicroscope and is also greatly influenced by the 

magnification factor. The DOF is inversely proportional to 
the magnification factor squared, therefore the DOF will be 
shorter when a larger magnification is needed to measure a 
smaller object. The typical FOV of the stereomicroscope 
varies from 5 mm to 15 mm. Some stereomicroscopes are 
also equipped with an adapter for plugging a camera onto the 
stereomicroscope to capture a digital image from its shared 
optical path as the one used in our experimental setup. This 
flexible adapter makes it very convenient for the camera to 
adjust its position and the angle.

2.2. PSFPP Principle

Our 3D surface profile measurement system can be seen in 
figure  2. Fringe patterns composed of vertical sinusoidal 
stripes with different periods and phase values are projected 
by the projector in sequence. The camera records the fringe 
distorted by the object surface, and the computer analyzes the 
images to obtain the phase modulated by the object. Based 
on the calculated phase value and an appropriate calibration 
method, we can reconstruct the absolute 3D surface shape of 
the measured object.

To acquire the quantitative information of the fringe dist-
ortion caused by the object surface, phase-shifting fringe 
projection profilometry (PSFPP) is applied to acquire the 

CCD
Camera 

Object Table

Stereomicroscope 

Zoom 
Ratio 
Adjustment 

Adapter

Figure 2. Physical map of our micro-3D surface profile measurement system based on a Greenough-type stereomicroscope.

Table 1. Information of the used fringes with different frequency.

Items Values

i (Fringe set) 1 2 3 4
Ni (Phase-shifting step) 4 4 4 12
Pi (Pixel number) 608 152 40 12
Ki (Frequency ratio) 1 4 3.8 3.3
Period number 1 4 15.2 50.6

Meas. Sci. Technol. 28 (2017) 045004
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wrapped phase value of the fringe. The intensity of the fringe 
image with a phase shift π N2( / ) can be written as

π= + Φ +I u v A u v B u v u v n N, , , cos , 2 ,n( ) ( ) ( ) [ ( ) / ] (1)

where n is the phase-shift index, N is the total number of phase 
shift and u v,( ) is the pixel coordinates. In the rest part of this 
paper, CCD coordinates u v,( ) is omitted for simplicity. A and 
B are the background intensity and modulation of the fringe, 
respectively. Φ is the absolute phase value. The wrapped 
phase φ corresponding to Φ can be calculated by least-squares 
 algorithm [29]

φ
π

π
= −

∑

∑
=

=

I n N

I n N
arctan

sin 2

cos 2
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n
N

n

1
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 (2)

Due to the periodic nature of the N-step phase-shifting algo-
rithm, we get φ π∑ + == n Ncos 2 0n

N
1 ( / ) . Therefore, the 

average intensity A can be calculated by

=
∑ =A

I

N
,n

N
n1 (3)

and the intensity modulation B can be calculated by
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 (4)

In general, two kinds of defective cloud points should be 
excluded from the result: areas where the projected light is 
dramatically attenuated because of the low reflectivity of the 
object and areas where the projected light is totally blocked. 
Intensity modulation B can be utilized as a reference to 
exclude incorrect phase values in the reconstruction step. If 
a pixel has an intensity modulation below the predetermined 
threshold, the corresponding pixel will be set invalid and will 
not be reconstructed.

For a better accuracy of the calculated phase value, it is pre-
ferred to project fringe patterns with more periods. However, 
the calculated phase value from equation (2) has the range of 
π0, 2( ]. This introduces the necessity to remove the ambiguity 

of fringe order to achieve a continuous phase distribution. 
To solve this problem, multi-frequency phase unwrapping 
algorithm [28] is applied by using four sets of fringe patterns 
with different frequency. Thus, unwrapped phase Φi can be 
derived by adding a certain integer Ti multiplied by π2  upon 
the wrapped phase φi:

φ πΦ = + T2 ,i i i (5)

here φ π= Φ −−T Kround 2i i i i1[( )/ ], Φi and φi are the 
unwrapped phase and wrapped phase corresponding to the 
ith set of fringe, respectively. Particularly, Φ1  =  φ1. round() is 
the function to get the nearest integer. Ki is the frequency ratio 
of the adjacent sets of fringes. Details of the utilized patterns 
are listed in table  1. From general experience, Ki should be 
no more than 8 to 10 in order to assure the unwrapping acc-
uracy. In our system, Ki is controlled less than 4 to make sure 
that the phase unwrapping is free from ambiguity. Because 
the period number of the densest fringe is 50.6 so that at least 
4 sets of fringe are needed to realize the phase unwrapping. 
Figures 3(a)–(d) show the used sinusoidal gratings of different 
periods. Figures  3(e) and (f) are the measured object of an 
earphone diagram and one corresponding image captured by 
the camera. It can be clearly seen that the captured fringe has 
good fringe contrast even when the fringe is very dense (12 
pixels in one period on DMD). The ultimate phase accuracy 
is guaranteed by the fourth set of fringes with 12-step phase 
shifting algorithm, which is not sensitive to the harmonics until 
the 11th and also performs well in denoising. Once the phase 
value of each CCD pixel is known, the 3D model of the object 
surface can be directly derived through numerical calculation, 
which is presented in the following sections in details.

Figure 3. (a)–(d) The four original phase shifting gratings of different period. (e) The measured object of an earphone diagram.  
(f) The captured image by the camera corresponding to (e).

Meas. Sci. Technol. 28 (2017) 045004
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3. Calibration principle

The calibration of our system is composed of two parts, 
which are the phase-height calibration and the camera calibra-
tion. The main process of the calibration is given in figure 4. 
Figures 4(a) and (b) are the flowcharts of the two calibration 
parts, respectively. Figure 4(c) is the flowchart of 3D recon-
struction process. Detailed description of the calibration work 
is presented in this section.

3.1. Phase-height relation

The stereomicroscope in our system has two totally separate 
optical paths as shown in figure 1(a). The optical path before 
the camera contains an objective, zoom lenses, a tube lens and 
a adapter lens. These lenses are configured coaxially in the 
tube so that this optical path can be easily calibrated using a 
perspective model. However, the projector’s optical path not 
only contains the lens belong to the projector itself but also the 
lenses in the stereomicroscope. The projector’s optical axis 
can hardly coincide with the stereomicroscope, making the 
traditional calibration method established by several general 

parameters inapplicable. Even so, each pixel of the camera 
corresponds to a geometric relation between the measured 
phase value and the depth information, which is called the 
phase-height relation. The determination of this relation is the 
mainly addressed issue in this section.

The coordinate systems in our system setup are shown 
in figure  5. O  −  XYZ denotes the world coordinate system. 
UV is defined in the CCD plane, and X YG G is defined in the 
DMD plane. −O X Y ZP P P P is the projector coordinate system, 
and −O X Y ZC C C C is the camera coordinate system. ′O OC C  and 

′O OP P  are the optical axis of the camera and the projector, 
respectively. H and ′H  mean the principal points of the micro-
scope part, which includes the eyepiece, the tube lenses, the 
zoom lenses and the objective. The sinusoidal pattern on the 
DMD varies only in XG direction, and pixels in the same 
column have the same phase value. All the light rays origi-
nated from pixels on the same column pass though the projec-
tion center OP and make up a plane called equal-phase plane, 
which is like the plane Se. In the camera side, each pixel on the 
camera’s CCD also generates a principal line passing through 
its projection center OC. For example, pixel P on the CCD 
plane corresponds to a light ray, which is reflected from point 

Figure 4. Main process of the system calibration and measurement. (a) Flowchart of the phase-height calibration. (b) Flowchart of the 
camera calibration. (c) Flowchart of the reconstruction.

Meas. Sci. Technol. 28 (2017) 045004
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O1 on surface S1 and then passes through OC. Inversely trace 
this ray into the other optical path, it firstly passes through 
′HH , then point OP and intersect the DMD plane at point ′P1  

at last. The phase value calculated in P on the CCD would be 
the same as ′P1  on the DMD. When the surface S1 is moved 
to another position S2, The line O PC  will intersect surface S2 
at point O2, which denotes a different height on line O PC . The 
phase value calculated in P will turn into another phase value 
represented by ′P2  on the DMD. This process shows there is a 
certain relation between the phase value and the depth infor-
mation in each CCD pixel. Supposing that an arbitrary point 
P x y z, ,P P P P( ) in the projector space corresponds to a point P on 
CCD, and the projector works in a camera way, which means 
the fringe pattern loaded on the DMD is the image of the 
measured object. This imaging process can be expressed as

=
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

⎡

⎣
⎢
⎢

⎤

⎦
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x z
y z
z

f p

f p
x
y
z

0

0
0 0 1

,
G P

G P

P

P1 0

P2 1

P

P

P

 (6)

where, fP1 and fP2 denote the uniform focal length of the pro-
jector lens in XP and YP directions, respectively. p0 and p1 are 
the offset coordinates to the optical axial of the projector. 
x y,G G( ) is the image coordinates of PP. xG is determined by 
Φ k/ , here Φ is the absolute phase value on the DMD and k 
is the wave number of the sinusoidal grating. For a certain 
measured object, as described before, each pixel on the CCD 
plane corresponds to a line passing through the projector’s 
projection center OP. All the points on this line satisfy a linear 
function described in the projector space:

= +x b z b ,P 1
P

P 0
P (7)

where, b1
P and b0

P are constants. Combining equations (6) and 
(7), we can obtain

=
Φ − −

z
f b

k p f b
.P

p1 0
P

0 p1 1
P/

 (8)

Combine another linear function

= +′ ′z b z b ,P 1 0 (9)

where, ′b1  and ′b0  are constants. We can get the relation 
between z and Φ as

=
Φ+ −
Φ−

z
c a bc

b
, (10)

where, = ′a kf b bp1 0
P

1/ , = +b k p f b0 p1 1
P( ), and = − ′ ′c b b0 1/ . 

Equation (10) can be simplified as

=
Φ+
Φ+

z
m m

n 1
,1 0

1
 (11)

where, m1  =  −c/b, m0  =  c  −  a/b, and n1  =  −1/b. Since all 
these coefficients are constants, the phase-height relation can 
be described in a nonlinear expression as equation (11). This 
nonlinear relation is actually determined by the non-telecen-
tric character of the projector path. The smaller n1 is, the more 
linear the relation becomes. It should be noted that each pixel 
u v,( ) of CCD corresponds to its own coefficients written in 

m u v,1( ), m u v,0( ) and n u v,1( ). We rewrite equation  (11) into 
another form

Φ − Φ =z m n m z1 .1 1 0
T[ ] [ ] (12)

This is a linear function with three unknowns: m1, m0 and n1. 
In order to acquire the coefficients, we need at least three pairs 
of Φz,( ). The calibration board is placed in a series of pre-
determined positions along one direction. At each position, 
sinusoidal patterns in table 1 are continuously projected onto 

World Coordinate System

XGXXXXXXGGGXXXXX

ZP

OP

XP

YP

YG

Se

OP’

H

H’

P1’

P2’

ZC

YC

XC
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P
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U

OC’

O1

O2

S1

S2

Y

Z

X

O

Figure 5. Schematic of the coordinate systems in our setup.
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the board. The unwrapped phase Φ responding to this position 
is calculated using the algorithm described in section 2. This 
process needs a repetition when the calibration board is moved 
into another predetermined depth. After plenty of repetitions, 
quantity pairs of Φz,( ) are available for curve fitting to eval-
uate the best coefficients in equation (11). It should be noted 
that lens distortion in both optical path cannot be omitted. The 
solution is to add the distortion model into the calibration pro-
cess. Here we only pay our attention to the radial distortion up 
to second order. Suppose that in the projector space, a point 
x y z, ,P P P( ) corresponds to its real coordinate ′ ′x y z, ,P P P( ) with 

a deviation + +k x y x k x y y,x yd P
2

P
2

P d P
2

P
2

P[ ( ) ( ) ], which writes

= + +
= + +
′

′

x x k x y x

y y k x y y

,

.
x

y

P P d P
2

P
2

P

P P d P
2

P
2

P

( )
( )

 (13)

Here, k xd  and k yd  are the distortion coefficient. According to 
equation (7), we have

∆ = ∆x b z .P 1
P

P (14)

Combining equations  (9) and (13), we get the simplified 
expression as

∆ = + + +z r z r z r z r ,3
3

2
2

1 0 (15)

where, r0,1,2,3 are constants that need to be optimized. Thus, 
the phase-height relation after compensation becomes

∑=
Φ +
Φ+

+
=
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3
 (16)

Equation (16) can be recognized as the ideal phase-height 
relation, where the second term represents the distortion 
that needs to be compensated. On account of the distorted 
point is very close to its ideal counterpart, we can use z in 
 equation (11) without distortion to replace the expression in 
equation (16) to retrieve the coefficients
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In this way, a nonlinear optimization problem with 7 variables 
is given by

∑ Φ −
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i
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Here, zest is the estimated depth derived from equation (17), zw 
is the preset depth and m is the total number of preset depth. 
The initial value of coefficients m1, m0 and n1 can be deter-
mined by the least-mean-squares algorithm for
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As much as possible information is desired to make the result 
more accurate, which means m should be as large as possible. 
In our work, m  =  30.

3.2. Camera model and 3D reconstruction

The world coordinate system contains three directions and 
intuitively three constrains should be offered to make the 
absolute 3D reconstruction possible. Since the phase-height 
relation supplies one constraint, the other two constraints 
should be offered by the calibrated model of the camera. We 
have known that all the lenses fixed in an optical path of a ste-
reomicroscope are coaxial, therefore these lenses are equiva-
lent to a single lens containing two principal planes as shown 
in figure  6. Point P x y z, ,C C C C( ) in the camera space forms 
its image point P u v,( ) in CCD plane. Based on the pinhole 
model, we can get [24]

= +
⎡
⎣⎢

⎤
⎦⎥

⎡
⎣
⎢

⎤
⎦
⎥ ⎡

⎣⎢
⎤
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u
v

f x z

f y z
c
c ,C1 C C

C2 C C

0

1

( / )
( / ) (20)

where, fC1 and fC2 denote the uniform focal length of the 
camera lens in XC and YC directions, respectively. c0 and c1 
are the offset coordinates to the optical axial of the camera. 
However, due to the lens distortion, points in the peripheral 
area of the FOV may generate its actual image point ′ ′ ′P u v,( ) 
deviated from the ideal position P u v,( ) on the CCD. The 
deviation usually contains two parts, radial and tangential 
distortions. For practical application, compensation for the 
distortions high to fourth order would be adequate [30]. The 
distortion in the camera space can be written as

δ
δ
=

+ + + +

+ + + +
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 (21)
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Figure 6. Schematic of the equivalent lens of the camera’s optical path.
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Here, = +r x yC
2

C
2

C
2. k1 and k2 are the radial distortion coef-

ficients. k3 and k4 are the tangential distortion coefficients.  
The calibration work is accomplished by the Matlab tools. 
Once the parameters of the camera are calibrated, we can 
deduce the deviation in the CCD plane and each pixel ′ ′u v,( ) 
on the CCD would be changed with ideal coordinates (u,v) 
for the following calculation. Combining the ideal coordinates 
(u,v) with the parameters of the camera, we can get the rela-
tion between the pixel coordinates on the CCD and the corre-
sponding 3D position in the world coordinates as
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 (22)
Here, w is the scale factor, = =R r i j, , 1, 2, 3ij[ ] ( ), is the 
rotation matrix, =T t t t, ,1 2 3

T[ ]  is the translation vector, and 
=X x y z, , , 1 T[ ]  is the world coordinates. H is the homography 

matrix, and M   contains the intrinsic parameters of the camera. 
Equation 22 can be expressed in another way
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Once H is calibrated, the transverse position x u v,( ) and y u v,( ) 
can easily be figured out through equation (23).

It should be made clear that the calibration of the system 
consists of two parts. As a result, there will be two different 
world coordinate systems. The unique world coordinate 
system should be determined by the camera on condition that 
the z  =  0 plane of the phase-height relation coincides with 
the z  =  0 plane of the camera optical path. A ceramic sub-
strate is used as the calibration board, which has the size of 
×8 8 mm2  . The top side of the board prints a pattern com-

monly used in binocular vision calibration as shown in figure 7. 
The pattern has ×99 9 11 ( ) white circular spots. The centre- 
to-centre spacing between every two adjacent white circles is 
0.65 mm. The diameters of big and small circles are 0.4 mm 
and 0.175 mm, respectively. This pattern is used for camera 
calibration.

4. Calibration results

Our system is mainly composed of a Greenough-type ste-
reomicroscope, a projector and a camera. The projector is a 
DLP Light Crafter from Texas Instruments   with a ×608 684 
diamond pixel 0.3 inch WVGA DMD. The camera is a DMK 
23U445 from The Imaging Source    , which has the resolution of 

×1280 960 with Sony ICX445ALA CCD of µ3.75 m   cell size.

4.1. Calibration result of the camera

The camera is calibrated first. As shown in figure  4(b), 
images containing spot patterns are obtained when the board 
is placed at 16 different postures. To make the z  =  0 plane of 
both calibration parts coincide, when the last image is cap-
tured, we should turn this board overside to utilize the white 
side with no pattern to calibrate the phase-height relation. 

This shared posture supplies the z  =  0 plane of both calibra-
tion parts, therefore the unique world coordinate system can 
be determined.

For the sake of avoiding a singular matrix problem in 
solving H in equation (22), all the postures should have a rota-
tion angle around one or more axes instead of merely trans-
lating it along one direction without changing the normal 
vector of the plane. However, the FOV and DOF of our system 
are smaller compared with normal cameras. It is quite pos-
sible to come across the singular problem if the data are not 
enough. To get a more accurate calibration result, more pos-
tures should be applied. Figure  8 shows the 16 calibration 
images containing extracted circle centers.

The estimated parameters are shown in table  2. We can 
 calculate the skew angle of the CCD by θ γ= farctan C1 c( / ), 
which is about 90.0025°. This angle is pretty close to 90° 
as expected with all modern CCD cameras. The distortion 
 coefficients are also very small. A re-projection process was 
conducted to verify the calibration accuracy. We compared 
the predicted pixel positions of the pattern’s mark points 
with the corresponding extracted ones. Figure  9 shows the 
re- projection error distribution. There are total 560 marked 
points in 16 images, and the root-mean-square error (RMSE) 
of the  re-projection errors in two directions are (0.072 06, 
0.085 91).

4.2. Calibration result of phase-height relation

The phase-height relation in each pixel is calibrated by trans-
lating the calibration board along the z direction with a precise 
translation stage that possesses a precision of 10 μm. As shown 
in figure 4(a), the sinusoidal fringe patterns are continuously 
projected on the plane surface, and the camera captures the 
images. The phase value can be calculated by equations  (2) 
and (5). Enough phase values are obtained by translating the 
board along z direction at equally spaced positions with per 
moved step of 100 μm. The phase-height relation in 4 random 
pixels is given as an example in figure  10, which shows a 
nearly linear relation between phase and height.

To verify the accuracy of the calibrated phase-height relation, 
we measured a plane perpendicular to z direction. Figure 11(a) 

Figure 7. Pattern of the calibration board used in our system. The 
centre-to-centre spacing between every two adjacent white circles 
is 0.65 mm. The diameters of big and small circles are 0.4 mm and 
0.175 mm, respectively.
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shows the color-coded phase value and figure 11(b) shows the 
derived color-coded depth distribution. Figure 11(c) shows the 
depth of the 330th line, which indicates a random noise under 
µ4.0  m. The root-mean-square error (RMSE) of the measured 

area is µ1.223  m. Figure 11(d) gives the histogram of the error 
statistics, from which we can see that the most errors fall into 
the range of µ±5  m.

To further verify the accuracy of the absolute 3D recon-
struction, we measured the locations of the circles’ centers on 
the calibration board. The pattern on the board has white circle 
spots with their centers equally distributed like a 2D comb 
function. The board is placed under the stereomicroscope in 
a random posture like figure 12(a). The centers’ pixel coordi-
nates can be extracted and the phase values of these centers 
can also be obtained by PSFPP. Figure 12(b) shows absolute 
3D distribution of 35 reconstructed center points marked in the 
orange rectangle of figure 12(a). The reconstructed positions 

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

Figure 8. 16 calibration pictures with the circles marked.

Table 2. Calibration result of the camera.

Item Value

Camera intrinsic 
matrix M

−⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

22 683.6612 0.9944 633.3725
0 22 760.4770 520.4101
0 0 1

     

Rotation matrix 
R

−
−

− − −

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

0.9926 0.0724 0.0978
0.0941 0.9664 0.2391
0.0772 0.2465 0.9661

       
       

   

 

Translation T [     ]−3.5782 6.0773 224.5595 T

Distortion K − − −0.095 31 0.025 12 0.008 69 0.002 73 T[   ]

Figure 9. Re-projection errors (in pixel) of the camera model with 
distortion considered. The RMSE of the re-projection errors in two 
directions are (0.072 06, 0.085 91).

Figure 10. Phase-height relation measured in 4 random pixels.
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of these centers are presented by crosses with their depths 
being color-coded. The distance between two points can be 
calculated by = −d x y z x y z, , , ,1 1 1 2 2 2

2∥( ) ( )∥ , where, d is the 
distance between two points: x y z, ,1 1 1( ) and x y z, ,2 2 2( ). There 
are total 28 pairs of neighboring centers in the short direction, 
and 30 pairs of neighboring centers in the long direction. The 
calculated distances between these neighboring centers have 
the mathematical expectation of 0.6502 mm and the RMSE 
of 0.0011 mm, which is pretty close to the standard data 
(0.65 mm, 0.0015 mm) given by the producer.

5. Measurement results

5.1. Measurement of a partial surface of a coin

Experiments were conducted to measure objects with dif-
ferent kind of shapes. Firstly, we measured a partial sur-
face of a coin as marked in a red circle in figure  13(a). 

Figure  13(c) shows one deformed fringe pattern. After 
phase-height conversion by equation (17), the height distri-
bution corresponding to figure 13(c) can be calculated out 
as shown in figure  13(b). The absolute 3D reconstruction 
is obtained through solving equation (23) and the result is 
given in figure 13(d) with the height information coded by 
color. The inclined posture relative to the reference plane 
leads to a depth range about 0.3 mm, which is totaly within 
the measurement range of our setup. This result demon-
strates that small objects with embossed surface can be suc-
cessfully reconstructed.

5.2. Measurement of a TFBGA

In the second experiment, a thin fine-pitch ball grid array 
(TFBGA) as shown in figure  14(a) with a standard lead 
pitch of 0.8 mm was measured. The absolute 3D distri-
bution of the surface marked with yellow dash line in 

Figure 11. Height measurement result of a plane. (a) Absolute phase map. (b) Depth distribution. (c) Depth distribution of the 330th line of 
(b). (d) Histogram of the error statistics of (b).

Figure 12. Absolute 3D reconstruction of circles’ centers on the calibration board. (a) One of the captured image of the measured board. 
(b) 3D point cloud distribution of the circles’ centers marked in the orange lines in (a).
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Figure 13. Experimental result of a coin. (a) The measured coin. (b) Height distribution corresponding to the yellow rectangle in (c).  
(c) One deformed fringe pattern. (d) Absolute 3D reconstruction of the character.

a

0.8mm

Figure 14. Experimental result of a TFBGA. (a) Picture of the measured TFBGA. (b) Reconstructed 3D data corresponding to the yellow 
quadrangle in (a). (c) Another view of the 3D data from a different angle. (d) A cross section corresponding to the green line in (a).
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figure 14(a) is obtained through the same steps described in 
the first experiment and the result is shown in figure 14(b). 
Another view of the reconstructed surface from a different 
angle is presented in figure 14(c), and a cross section corre-
sponding to the green dash line in figure  14(a) is shown 
in figure  14(d). The most important geometrical features 
about ball grid array (BGA) are the coplanarity (height vari-
ance), spherical degree and radius of the balls. The stan-
dard heights and radius of the balls on the measured chip 
are ±0.4 0.05 mm and ±0.5 0.05 mm, respectively. From 
figure 14(c), we can clearly recognize the spherical struc-
tures representing the balls. The radius and heights of balls 
derived from figures 14(c) and (d) considerably accord with 
the standard data. The obtained 3D data supplies inspectors 
sufficient information to analyze the features and to detect 
the defect on the balls.

5.3. Measurement of an earphone diaphragm

In the third experiment, we measured an earphone diaphragm 
as shown in figure  3(e). The diaphragm was controlled at 
three different shapes: concave, equilibrated and raised by 
changing the voltage loaded on the lead wire of the earphone. 
The measurement result is shown in figure 15. When the dia-
phragm’s state changes, the position of the diaphragm will 
shift mainly in the vertical direction. Figures 15(a)–(c) are the 
3D reconstructions of the diaphragm in concave, equilibrated 
and raised shapes, respectively. Figure 15(d) gives the height 
information of the 200th row corresponding to three positions 
of the diaphragm and figure 15(e) gives the height information 
of the 300th column corresponding to three positions of the 
diaphragm. It can be clearly seen that details like the grooves 
are well reconstructed as shown figures 15(a)–(c). The result 
also reveals there are at least 3 mm measurement range in z 
direction of our system.

6. Conclusions

In this paper, a 3D micro-surface profile measurement system 
based on a Greenough-type stereomicroscope is presented. By 
combining fringe projection setup with microscopic optics, 
the imaging model and a dedicated calibration approach 
are established to realize quantitative 3D imaging of micro- 
profiles. The effectiveness of proposed system and methods 
have been completely demonstrated by experiments on 
system calibration, accuracy evaluation and 3D imaging of 
micro-shapes like spheres, ramps, planes and grooves. In sum, 
our system is capable of conducting fully automated 3D mea-
surements with a depth accuracy of approximately 4 μm in a 
volume of approximately 8(L) mm  ×  6(W) mm  ×  3(H) mm.
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