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ABSTRACT: Structured light projection, especially fringe projection
profilometry (FPP), is a mainstream high-precision noncontact 3D imaging
technique for manufacturing, basic research, and engineering applications.
However, FPP methods are severely limited by the complex structure and
high cost of high-resolution spatial light modulation devices used for
projecting high-quality fringe patterns, bringing tremendous challenges to
miniaturized and low-cost 3D imaging applications. On the other hand,
benefiting from advanced manufacturing processes, speckle projection
profilometry (SPP), which utilizes highly integrated speckle projection
devices based on a vertical-cavity surface-emitting laser (VCSEL), realizes fast
3D reconstruction by projecting only a single speckle pattern, opening up a
new avenue for miniaturized depth sensing applications, such as scene
reconstruction and face recognition. Nevertheless, SPP yields coarse 3D
measurement results with low quality in terms of accuracy and resolution due to the poor performance of single-frame speckle
matching and the complex reflection characteristics of the tested surfaces. In this paper, we present a high-resolution, wide-field-of-
view, and real-time 3D imaging method using spatial-temporal speckle projection profilometry (ST-SPP), which integrates a set of
VCSEL-based miniaturized speckle projectors to spatially and temporally encode the depth information on the measured scenes. A
coarse-to-fine spatial-temporal matching strategy using digital image correlation is proposed to overcome the difficulty of applying
speckle matching to complex surfaces, enabling high-precision and efficient subpixel disparity estimation. Experimental results prove
that within the measurement range of 1 m (length) × 1.2 m (width) × 2 m (depth), ST-SPP achieves accurate and computationally
efficient 3D imaging with a relative precision higher than 0.05%, exhibiting its advanced performance for long-range and real-time 3D
reconstruction with fine details at 30 frames per second. The proposed ST-SPP is feasible for fast 3D modeling of dynamic scenes
and large-scale objects with complex shapes, further enhancing the performance of optical metrology instruments based on SPP in
terms of accuracy, resolution, measurement range, and portability.
KEYWORDS: Speckle projection profilometry, 3D imaging, VCSEL, Stereo Digital Image Correlation, Speckle matching

■ INTRODUCTION
Optical 3D measurement, as a promising metrology technique
with the use of light as information carriers,1,2 is extensively
applied in intelligent manufacturing, scientific research, and
medical diagnosis. With the advent of the laser3 and charge-
coupled device (CCD),4 many optical metrology methods and
instruments are employed in fast 3D modeling, robot navigation,
microscopic 3D imaging,5−7 and AR/VR, such as time-of-flight
(TOF),8−10 stereo vision,11,12 and structured light projec-
tion.13−20 TOF directly perceives the depth information on the
target by recording the time difference from sending to receiving
the modulated light signal, which is exclusively used for long-
distance 3D sensing in driverless cars or visual navigation,21 but
its close-range measurement accuracy and resolution are
relatively low. Stereo vision captures the intensity information

on the scenes from two or more cameras and establishes the
corresponding relationship between different perspectives by
stereo matching,22−26 realizing passive 3D imaging based on
triangulation. The most compact stereo vision system consists of
only two cameras with the advantages of simple hardware
configuration and easy implementation. However, weakly
textured regions hinder the search for matched points, limiting
the accuracy and generalizability of stereo vision.
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Structured light projection, as an improved form of stereo
vision, utilizes a light source generator to project patterns
designed according to a series of coding strategies to enhance the
surface features of objects, alleviating the mismatches in weakly
textured regions. Common projected patterns mainly include
fringe patterns and speckle patterns, which have been developed
into two mainstream techniques: fringe projection profilometry
(FPP)27−31 and speckle projection profilometry (SPP).32−35

For FPP, the projected fringe patterns are modulated by the
objects and processed to recover the phase information related
to the desired surfaces using various fringe analysis techni-
ques.36−41 However, these methods require performing the
arctangent function for phase retrieval, resulting in the wrapped
phases with 2π phase jumps. Phase unwrapping needs to be
performed with additional patterns or more constraints to
achieve absolute 3D measurements,42−47 which limits its
dynamic imaging performance.48,49 In addition, as the core
component of FPP systems, a digital light processing (DLP)
projector is commonly used for projecting high-quality fringe
patterns. However, FPP-based optical metrology instruments
are severely limited by high cost, low optical power, and complex
imaging systems of high-resolution DLP projectors, bringing
tremendous challenges to miniaturized and long-range 3D
imaging.

For SPP, a speckle pattern with a globally unique encoding
distribution50 is projected to assist in establishing accurate
correspondence between stereo images, enabling single-shot 3D
imaging. However, due to the complex reflection characteristics
of tested surfaces and the perspective difference between
multiple views, it is difficult to guarantee that every pixel in the
whole measurement space has perfect global uniqueness by
projecting one speckle pattern. To solve the common
mismatching, some stereo matching algorithms, such as
SGM22,23 and PatchMatch,26 are used to achieve robust 3D
imaging by smoothing the matching results, but this leads to
limited measurement accuracy and resolution. It is easy to
understand that projecting multiple speckle patterns will
improve the performance of 3D measurement because more
spatial-temporal features can be exploited to enhance the global
uniqueness of the measured scenes. Following this idea, Schaffer
et al.32,33 adopted an acousto-optical deflector to alter the laser
beam direction, thereby changing the illuminated area of a
ground-glass diffuser for achieving fast scanning of speckle
patterns. Then, a temporal speckle correlation based on
normalized cross-correlation (NCC) is exploited to enhance
the measurement accuracy using 15 speckle images. However,
this technique requires careful adjustment of the axial diffuser
position in focus to fine-tune the speckle size, resulting in the
quality deterioration of speckle patterns as the measurement
range increases. Zhou et al.51 proposed a speckle projector based
on the binary mask wheel for generating real-time rotating
speckle patterns. To ensure a low correlation between two
adjacent speckle frames, the switching period of the speckle
patterns takes 11 ms, which limits the capability of high-speed
projection.

In addition, it seems at best naiv̈e that existing spatial-
temporal speckle matching methods directly extend local stereo
matching algorithms to the spatial-temporal version, as rich
spatial-temporal speckle information has not yet been fully
exploited in current practice. Zhu et al.52,53 adopted ZNCC-
based spatial-temporal block matching for reliable integer-pixel
disparity estimation, which is further refined by a five-point
quadratic curve fitting for subpixel disparity optimization. The

fundamental assumption made by block matching is that all of
the pixels in the matching window have similar disparities. As a
consequence, this assumption does not hold at disparity
discontinuities, causing matching results with the edge-fattening
issue in object boundaries and thin structures.54,55 To overcome
this challenge, the slanted support window proposed in
PatchMatch,26 as one of the state-of-the-art stereo matching
algorithms, breaks the shackles of traditional fixed-window local
matching and achieves 3D imaging with excellent performance.
However, it requires performing multiple iterations for the local
optimum of the slanted planes by the spatial, view, and temporal
propagation, at the cost of expensive computational overhead
and disparity smoothing.56 Tang et al. proposed a spatial-
temporal correlation method based on Newton−Raphson
iteration for subpixel interpolation to improve the measurement
precision, but cannot reconstruct complex surfaces with large
changes in curvature.57 On the contrary, temporal matching
methods enable theoretically higher measurement accuracy and
resolution than spatial-temporal correlation, but it requires at
least 15 projected patterns and complex bicubic interpolation to
enhance subpixel matching precision, which is not suitable for
accurate and efficient 3D reconstruction of dynamic
scenes.30,58,59

At present, existing spatial-temporal speckle generation
methods project high-quality speckle patterns within the
reduced measurement range through self-developed projection
systems with complex structures, bringing tremendous
challenges to highly integrated, cost-effective, and long-range
3D imaging instruments. Moreover, due to the inherent defect of
block matching theoretically, simple but computationally
expensive spatial-temporal speckle correlation algorithms still
have a certain gap with FPP methods in terms of measurement
accuracy and resolution, which cannot meet the requirements of
precise measurement in industrial scenarios. In this paper, we
present a high-resolution, wide-field-of-view, and real-time 3D
imaging method using spatial-temporal speckle projection
profilometry (ST-SPP) with a vertical-cavity surface-emitting
laser (VCSEL) projector array. VCSEL is commonly adopted as
the core light source of speckle projection modules in the
industry world to simplify the manufacturing process of SPP
systems,60,61 which has the advantages of high integration, high
optical power, and long probe distance. The proposed ST-SPP,
by integrating a set of VCSEL-based speckle projectors,
implements efficient spatial-temporal encoding for the depth
information on the measured scenes at a pattern switching
period of less than 1 ms. In addition, we prove that the slanted
window model in PatchMatch can be expressed as a special form
of the first-order shape function in the digital image correlation
(DIC). Furthermore, a coarse-to-fine spatial-temporal matching
strategy using DIC is proposed to overcome the difficulty of
applying speckle matching to complex surfaces, enabling
efficient and high-precision subpixel disparity estimation.
Experimental results demonstrate that ST-SPP can achieve
accurate and real-time 3D imaging within the wide-field-of-view
and long-range measurement space of 1 m (length) × 1.2 m
(width) × 2 m (depth).

■ METHOD
Long-range and wide-field-of-view 3D imaging

sensor based on ST-SPP with a VCSEL projector array.
Common 3D imaging sensors based on speckle projection adopt
a single VCSEL-based speckle projection module to project the
speckle pattern with a fixed spatial distribution into the
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measured scenes. The global correspondences between speckle
images captured by left and right cameras can be established
using stereo matching, thereby achieving single-shot 3D
reconstruction. However, due to the complex reflection
characteristics of the measured surfaces and the perspective
differences between stereo cameras, it is still difficult to encode a
globally unique feature for every pixel in the whole measurement
space by projecting a single speckle pattern, resulting in its
limited measurement accuracy and resolution.

In order to achieve high-resolution, wide-field-of-view, and
real-time 3D measurement, as shown in Figure 1a, the proposed
ST-SPP-based 3D imaging sensor with a wide baseline integrates
10 speckle projection modules distributed at intervals in the
horizontal direction to realize spatial-temporal speckle projec-
tion. For a VCSEL-based miniaturized speckle projector, dense
and high-quality speckle projection is achieved by customizing
the projection pattern of VCSEL and using the beam copy
function of Diffractive Optical Elements (DOE; see Supporting
Information for detailed analysis). In terms of hardware, our 3D
sensor is configured with a 32-bit ARM microcontroller
(GigaDevice, GD32F330) to perform the projection and
acquisition of speckle patterns simultaneously. The GPIO port

of the ARM microcontroller is adopted to control the turn-on
and turn-off of the MOSFET at a driving voltage of 2.2 V, thus
realizing rapid spatial-temporal speckle projection at a pattern
switching period of less than 1 ms, while enabling the efficient
and unique spatial-temporal encoding for the depth information
on the measured scenes.

In addition, two infrared CMOS cameras (IR camera,
Smartsens SC130GS) are operated at the SXGA resolution
(1280 × 1024 pixels) to capture stereo speckle images
synchronously at a speed of 30 Hz in Figure 1b. Since spatial-
temporal speckle matching is flexible in the length of the image
sequence to be processed, a sliding temporal window technique
can be used to generate a new 3D reconstruction frame for every
new speckle image pair captured at 30 FPS. The distance
between left and right IR cameras is set to 0.4 m, which is also the
baseline of 3D sensors. To maximize the valid measurement
area, there is a certain intersection angle (about 10°) between
two cameras and the z axis to guarantee long-range and wide-
field-of-view 3D imaging within the measurement range of 1 m
(length) × 1.2 m (width) × 2 m (depth). Moreover, a high-
power infrared floodlight is placed in the center of the developed

Figure 1. Overview of ST-SPP framework. (a) Photographs of a 3D imaging sensor based on ST-SPP with a VCSEL projector array and its internal
structure, (b) spatial-temporal speckle projection and acquisition procedure, and (c) flowchart of data processing in ST-SPP for 3D reconstruction of
the David model using a coarse-to-fine spatial-temporal matching strategy.
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3D sensor to provide uniform illumination for the collection of
scene textures and system calibration.
Coarse-to-Fine Spatial-Temporal Matching Strategy

Using Digital Image Correlation. For ST-SPP, the aim of
spatial-temporal matching is to estimate a dense and high-
precision disparity map from stereo speckle image sequences for
3D reconstruction of the target scene. The proposed coarse-to-
fine spatial-temporal matching strategy consists of two steps:
census-based spatial-temporal matching and Stereo-DIC-based
subpixel spatial-temporal matching, as shown in Figure 1c. It is
worth noting that before stereo matching, epipolar rectification
is first executed to align the epipolar lines of speckle images,
simplifying the two-dimensional search problem to a one-
dimensional matching problem.
Census-Based Spatial-Temporal Matching. Specifically, a

reliable and smooth initial disparity map of the tested scene is
first obtained by using spatial-temporal matching based on a
census transform. In our method, census transform with a local
spatial-temporal window is adopted to extract the feature vectors
for every pixel in speckle image sequences, which can be
described as

= + +
= = =
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j R
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where C(x, y) is the feature vector of the central pixel (x, y), ⊗
represents a bit-wise concatenation operator, and Im(x, y) is the
mean intensity of the local spatial-temporal window. R andN are
the spatial window radius and temporal length of spatial-
temporal matching.

Based on the disparity range [Dmin, Dmax] determined by our
system calibration parameters and the preset measurement
range, in Figure 1c, the matching cost Cost(x, y, d) can be
obtained to estimate the similarity between each pixel in the left
image and all candidates of the right image by calculating the
Hamming distance of their feature vectors, which is defined as

=
× +

t x y d
C x y C x d y

N R
cos ( , , )

BC( ( , ) ( , ))
(2 1)

L R
2 (4)

where ⊕ is an XOR operation and BC(·) is used to count the
number of “1” in the XOR result. Then, the initial integer-pixel
disparity map can be selected as the index of the minimum cost
in Cost(x, y,d) through Winner Take All (WTA):

=D x y t x y d( , ) argmin cos ( , , )
d (5)

Further, subpixel disparity estimation is implemented by fitting a
parabola using neighboring costs:

= +
+ +

D D
D D

D D D
cost( 1) cost( 1)

2 cost( 1) 2 cost( 1) 4 cost( )
sub

(6)

In addition, how to select the appropriate window radius, R,
for speckle matching is our primary focus. It is obvious that the
smaller R can speed up the calculation efficiency but only

provides a coarse correlation result. On the contrary, the bigger
R outputs reliable corresponding points at the cost of expensive
computational overhead. In order to juggle the matching
accuracy, spatial resolution, and computational overhead as
much as possible, the smaller R should be adopted to obtain a
coarse disparity map in a short time, and then a few points with
low reliability (such as Cost(D) ≤ 0.8) can be matched correctly
using the larger window radius.

Stereo-DIC-Based Subpixel Spatial-Temporal Matching.
The fundamental assumption of local matching is that all of the
pixels in the matching window have similar disparities. However,
this assumption does not hold at disparity discontinuities,
leading to final 3D reconstruction results with the edge-fattening
issue in object boundaries and thin structures. In order to
overcome the low accuracy of traditional local spatial-temporal
matching, a Stereo-DIC-based subpixel spatial-temporal match-
ing is proposed to recover the fine profiles of the measured
objects, thereby alleviating the disparity smoothing of local
matching and further enhancing the performance of spatial-
temporal matching in terms of both measurement accuracy and
spatial resolution.

Both Stereo Digital Image Correlation (Stereo-DIC)62,63 and
SPP can be applied to measure 3D profiles of the tested surfaces.
Similar to local speckle matching, Stereo-DIC matches local
windows in the same way and then estimates the similarity
between the reference and target window. However, Stereo-DIC
firmly believes that the corresponding window on the target
image may no longer be the same rectangle as the reference
window due to the perspective differences between stereo
cameras. In Stereo-DIC, the second-order shape function W(ξ;
T) is introduced to describe a perspective transformation
between the left reference subset centered on point p and the
right target subset centered on point q64 as shown in Figure 1c:
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where ξ = [x, y]T denotes the local coordinate in the subset and
T represents the deformation parameter vector of the target
window, i.e., [u, ux, uy, uxx, uyy, uxy, v, vx, vy, vxx, vyy, vxy]T. In
addition, we prove that the slanted window model in
PatchMatch can be expressed as a special form of the first-
order shape function in Stereo-DIC (see Supporting Informa-
tion for detailed analysis). Therefore, Stereo-DIC with the
second-order shape function is expected to overcome the
matching errors caused by the perspective differences between
stereo cameras, maintaining a good trade-off between the
computational efficiency and spatial resolution.

For Stereo-DIC-based subpixel optimization, a practical and
robust spatial-temporal ZNSSD criterion is combined with a
second-order shape function based on perspective trans-
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formation to quantitatively evaluate the similarity between the
left and right spatial-temporal subsets:
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where x denotes the coordinate of the point to be matched in the
left image, IL̅ and IR̅ represent the mean intensity values of the
left and right spatial-temporal subsets. W(ξ; ΔT) is the
incremental shape function exerted on the left subset, and ΔT
represents the incremental deformation parameter vector:
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To minimize the ZNSSD coefficient, a first-order Taylor
expansion with respect to ΔT can be performed:63
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where ∇ILt is the gradients of the reference subset. A least-
squares solution can be provided by minimizing the
CZNSSD(ΔT) with respect to ΔT, i.e., ∂CZNSSD(ΔT)/∂(ΔT):
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where H is the 6 × 6 Hessian Matrix given as
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Based on the calculated deformation parameter vector ΔT, the
incremental shape function W(ξ; ΔT) of the reference subset
can be utilized to update the second-order shape function W(ξ;
T) of the target subset:65

W T W T W T( ; ) ( ; ) ( ; )1 (17)

It is noted that the initial guess of T can be estimated using least-
squares-based surface fitting. With matching results obtained by
census-based spatial-temporal matching according to eq 6, eq 7
can be rewritten based on the surface fitting:66

+ = + +Dp W T p p( ; ) ( )sub (18)

Figure 2. Simulation results of ST-SPP using different speckle patterns. (a) The simulated scene consisting of a ceramic plane and a standard sphere.
(b) Stereo speckle image sequence captured by virtual left and right cameras. (c−l) 3D reconstruction results and the corresponding measurement
errors using different speckle patterns.
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where (a1, a2, a3, a4, a5, a6) and (b1, b2, b3, b4, b5, b6) are set as
(uxx/2, uyy/2, uxy, ux, uy, u) and (vxx/2, vyy/2, vxy, vx, vy, v) . Solving
eq 19 is a least-squares minimization problem for obtaining
initial deformation parameters. In addition, to further speed up
the initial estimation, it is optional to estimate only six
parameters without considering the second-order coefficients.
Finally, eq 15 is calculated iteratively until the predetermined
convergence conditions are met. The convergence conditions
are set to ensure that variations in the 2-norm of the incremental
deformation parameter vector ΔT are equal to or less than
0.001, i.e., ∥ΔT∥2 ≤ 0.001.
3D Imaging Performance Analysis of ST-SPP Using

Different Speckle Patterns. To evaluate the 3D imaging
performance of ST-SPP using different speckle patterns, we built
a virtual ST-SPP system using Blender to measure the simulated
scene consisting of a ceramic plane and a standard sphere in

Figure 2a. The speckle light source moves along the horizontal
direction to simulate spatial-temporal speckle projection. Stereo
speckle image sequences captured by virtual left and right
cameras are shown in Figure 2b. Due to the fundamental
assumption of similar disparities in block matching, measuring
the objects with ridged, complex, or curved surfaces is a
challenging task for SPP. For the obtained 3D reconstruction
results using different speckle patterns in Figure 2c−g, it can be
found that projecting a single-frame speckle image can only
obtain rough measurement results with 1 015 087 valid points of
interest (POIs), which have a large number of mismatching
errors with a root-mean-square (RMS) of 0.6232 mm for
measuring the standard sphere. As the projected speckle patterns
are increased to three images, the mismatching errors in the 3D
measurement results gradually decrease, the number of valid
points improves to 1 053 526 POIs, and its measurement
accuracy of the sphere surface is greatly enhanced from 0.6232
to 0.1942 mm by sphere fitting in Figure 2h,i. As the spatial-
temporal speckle pattern sequence is expanded to 5, 7, and 10
frames, more accurate 3D reconstruction results with higher

Figure 3. Large-scale 3D reconstruction of the David model. (a) Spatial-temporal speckle images. (b,c) The disparity map and ZNCC-based similarity
output by ST-SPP. (d,e) 3D reconstruction results and the measurement errors by subpixel disparity estimation based on parabola fitting. (f,g) 3D
reconstruction results and the measurement errors by Stereo-DIC-based subpixel spatial-temporal matching. (h) The magnified views of d−g.
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completeness can be obtained, verifying the reliability of the
proposed ST-SPP for 3D imaging of curved surfaces, as shown in

Figure 2c−l. Simulation experiments demonstrate that more
robust 3D measurements with the highest accuracy can be

Figure 4. 3D reconstruction of the David model using different speckle patterns. (a−j) The disparity maps output and 3D reconstruction results by ST-
SPP using one, three, five, seven, and 10 speckle patterns.
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achieved for measuring complex surfaces by projecting 10
speckle patterns, which will be applied to high-quality 3D
imaging under harsh measurement conditions in industry
scenarios.

■ EXPERIMENTS
In order to systematically verify the actual performance of the
proposed ST-SPP, some experiments were carried out, including
large-scale 3D reconstruction of the David model, quantitative
accuracy analysis of long-range 3D imaging, dynamic scene
measurement, and applications in industrial scenarios. Consid-
ering the geometric parameters of the developed 3D imaging
sensor using ST-SPP, the disparity range was suitably set as
−400 pixels to 119 pixels to measure scenes within a depth range
from 0.8 to 2 m. In census-based spatial-temporal matching,
census transform with a 5 × 5 × 10 spatial-temporal window was
adopted to obtain initial 3D reconstruction results with high
spatial resolution but low precision. For disparity optimization
using Stereo-DIC-based subpixel spatial-temporal matching, the
spatial-temporal window within the second-order shape
function was enlarged to 9 × 9 × 10 after an exhaustive
empirical search, further improving the matching accuracy while
maintaining high spatial resolution. In addition, benefiting from
the local memory mechanism and multiple operating synchro-
nizations on the OpenCL environment, the optimized ST-SPP
algorithm was parallelly computed based on GPU acceleration,
which took about 27.15 ms on an NVIDIA GeForce RTX4090
graphics card, enabling high-resolution, wide-field-of-view, and
real-time 3D imaging.
Large-Scale 3D Reconstruction of the David Model.

First, a David plaster with a size of 40 cm (length) × 25 cm
(width) × 70 cm (height) was measured to reveal the 3D
imaging process of ST-SPP, and spatial-temporal speckle images

captured from the left camera are shown in Figure 3a. Figure 3b
and c represent a dense disparity map and ZNCC-based
similarity output by ST-SPP, which can be calculated according
to the equation of CZNCC = 1−0.5 × CZNSSD.63 It can be found
from the similarity map that the matched points with ZNCC
greater than 0.8 account for 86.24% of all valid points,
demonstrating the high correctness of spatial-temporal speckle
matching. To verify the availability of Stereo-DIC-based
subpixel matching for complex surfaces, different subpixel
disparity optimization methods were implemented for compar-
ison. According to eq 6, the 3D reconstruction result obtained
using subpixel disparity estimation based on parabola fitting is
shown in Figure 3d, which can improve the disparity accuracy
straightforwardly, but it yields coarse results with low quality in
terms of accuracy and resolution, precluding the recovery of fine
surfaces including eyes, hair, both cheeks, etc. On the contrary,
the proposed ST-SPP introduces Stereo-DIC into spatial-
temporal subpixel matching to overcome the matching errors
caused by the perspective differences between stereo cameras,
enabling high-precision 3D modeling of complex shapes as
shown in Figure 3f.

Additionally, to quantitatively analyze the measurement
errors, the obtained 3D point clouds were compared with the
ground truth using Iterative Closest Point (ICP).67 The high-
quality ground truth was generated using a blue-ray industrial-
grade 3D scanner instrument (OKIO 3M) based on FPP, which
combines multiple sets of multi-step phase-shifting fringe
patterns and global point cloud registration based on active
targets to achieve high-precision 360° overall 3D reconstruction
with an accuracy of 0.01 mm. We collected the standard 3D
point cloud data of the Lu Xun model and a car door by the same
means in the next experiments. Figure 3e and g show the
corresponding error distributions of the measured 3D results,

Figure 5. Precision analysis of the planar targets at different measurement distances. (a) 3D reconstruction results using ST-SPP at different distances
(1, 1.5, and 2 m). (b) The error distributions of the planar targets. (c) Precision analysis results of the planar targets using different speckle patterns at
distances ranging from 0.8 to 2 m.
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where major measured errors are less than 3 mm with an RMS of
0.4582 and 0.3324 mm. The magnified maps of 3D
reconstruction results and measured errors in Figure 3h indicate
again that the proposed ST-SPP is able to reconstruct high-
quality 3D information for local fine details of objects with
complex surfaces.

Next, the David model was reconstructed using different
speckle patterns to verify the conclusion of the simulation
experiment in Figure 4. Similarly, projecting a single speckle
pattern cannot accurately recover 3D profiles of the David
model with steep and ridged surfaces, and thus the obtained
rough 3D measurement results with 181 638 POIs only account
for 45.41% of all valid points in Figure 4a and f. Once the
projected speckle patterns are increased from one frame to three
images, the completeness and accuracy of 3D measurement
results are greatly enhanced for removing a large number of
mismatches while reducing the measurement errors to 0.4361
mm in Figure 4g. The proposed ST-SPP using five or seven
speckle patterns can already provide acceptable and accurate 3D
measurement results with an RMS of 0.3457 or 0.3382 mm, but
its robustness under some harsh conditions needs to be boosted
for the highlighted regions as shown in Figure 4h,i. Finally,
experimental results similar to simulation experiments show that
projecting 10 speckle images is an optimal measurement strategy
with excellent performance to achieve high-precision and high-
resolution 3D imaging for large-scale objects with complex
profiles.
Quantitative Accuracy Analysis of Long-Range 3D

Imaging. Benefiting from the large depth of field of a well-
designed camera lens and the long probe distance of the speckle
projection module based on high-power VCSEL, the measure-

ment range of the proposed 3D imaging sensor is from 0.8 to 2
m, and the corresponding valid 3D imaging region is from 0.6 ×
0.5 at 0.8 m to 1 × 1.2 at 2 m. To quantitatively evaluate the
accuracy of long-range 3D imaging using ST-SPP, an experiment
was conducted on the test scene consisting of planar targets at
distances ranging from 0.8 to 2 m. Figure 5a shows the color-
coded 3D reconstruction results by ST-SPP at different
distances (1, 1.5, and 2 m), and plane fitting was performed
on 50% of the valid areas to obtain the corresponding error
distributions, where major measured errors are less than 5 mm
with an RMS of 0.2376, 0.4365, and 0.8482 mm as shown in
Figure 5b. Quantitative analysis results of planar targets at
different distances show that ST-SPP can successfully achieve
accurate and long-range 3D reconstruction with a relative
accuracy higher than 0.05%. In Figure 5c, we additionally
provide the measurement results using ST-SPP with different
speckle patterns. As the number of speckle patterns used
decreases, the measurement errors gradually deteriorate, but the
measurement accuracy remains at a high level even when only
using three speckle patterns, demonstrating long-range 3D
imaging with the high performance of ST-SPP both in terms of
measurement accuracy and efficiency.
Dynamic Scene Measurement. Next, our developed 3D

sensor using ST-SPP was applied to record a dynamic scene to
further validate its capability of real-time 3D shape measure-
ment, as shown in Figure 6. The tested scene consists of a Lu
Xun model with a rotating speed of 1.2 rpm and a ceramic plane
moving along the z axis at 9 mm/s, as shown in Figure 6a. During
this experiment, the exposure time of the stereo IR camera and
the switching period of 10 speckle projection modules were set
at 32 and 1 ms to continuously capture spatial-temporal speckle

Figure 6. Dynamic 3D measurement results including a rotated Lu Xun model and a ceramic plane moving along the z axis. (a) The Lu Xun model and
a ceramic plane. (b−d) Spatial-temporal speckle images and the corresponding 3D reconstruction results at different time points, (e) 360° 3D
modeling of the Lu Xun model and the corresponding measurement errors after point cloud fusion, and (f) temporal precision analysis results of the
moving plane over a 50 s period.
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images at a speed of 30 Hz. In order to maximize the utilization
of spatial-temporal speckle images and improve the 3D
measurement efficiency of ST-SPP, we adopted the sliding
temporal window technique to establish a stack of speckle image
sequences to dynamically process the new 10 speckle images,
thereby updating a new 3D reconstruction result at 30 frames
per second.

Figure 6b−d show representative spatial-temporal speckle
images and corresponding color-coded 3D reconstruction
results at different time points, also see Video S1. For the
rotated Lu Xun model at 0.85 m, the reconstructed 3D point
clouds demonstrate that our method can achieve robust 3D
shape measurement of moving objects with ridged and complex
surfaces. Through multiple measurements of the Lu Xun model
from different views, the corresponding 3D data were further
processed to merge multiple scans together for 360° 3D
modeling by point cloud fusion based on ICP. The obtained
360° overall 3D reconstruction result of the Lu Xun model was
compared with the ground truth to quantitatively analyze the
measurement errors as shown in Figure 6e, where major
measured errors are less than 5 mm with an RMS of 0.4381 mm,
verifying that the proposed ST-SPP can be applied for high-
quality and efficient 3D modeling of complex and large-sized
objects.

In addition, we further performed temporal precision analysis
of the moving plane by collecting long-term data over a 50 s
period using ST-SPP. During the whole dynamic measurement,
the ceramic plane moved from 0.77 to 1.08 m along the z axis at
9 mm/s, which reached the boundary of the electric slide at
about 33 s and stopped until the end of the measurement. For

the highlighted regions in Figure 6b−d, the error distributions of
the moving plane are calculated by plane fitting at T = 0, 31.37,
and 47.70 s, where major measured errors are less than 0.5 mm
with an RMS of 0.0851 mm, 0.2001 m, and 0.0864 mm as shown
in Figure 6f. Quantitative analysis results of the moving plane
show that the measured results obtained by ST-SPP exhibit high
3D reconstruction accuracy with a low temporal standard
deviation (STD) of 0.1991 ± 0.0238 mm in a motion state (from
1 to 33 s) and 0.0886 ± 0.0020 mm under static conditions
(from 33 to 50 s). Temporal precision analysis results show that
the measurement errors caused by motion artifacts lead to a
small decline in the plane measurement accuracy but remain at a
high level. These experimental results suggest that ST-SPP is a
promising tool for high-resolution, wide-field-of-view, and real-
time 3D measurements for dynamic scenes with complex shapes.
Applications in Industrial Scenarios. Last of all, to verify

the applicability of ST-SPP in industrial scenarios, we tested a
standard industrial part manufactured using the designed CAD
model with a size of 0.3 × 0.26 m (length) × 0.26 m (width).
The corresponding 3D reconstruction results using ST-SPP in
Figure 7a−c confirm that the measurement errors are smaller in
smooth planar regions but larger in sharp edges, and the RMS is
0.2415 mm as shown in Figure 7d. Further, we adopted the CAD
model as the benchmark to calculate the position errors of some
key points in the measured 3D point clouds. The center
coordinates and radii of seven selected circles were measured
through circle fitting, and the obtained coordinate deviations
range from 0.0552 to 0.3134 mm compared with the reference
values. These circles are custom-made with radii varying from 3,
10, 15, and 50 mm. It can be found that the smaller the radius of

Figure 7. 3D reconstruction results of the standard industrial part. (a−d) The standard industrial part, the CAD model, 3D reconstruction results, and
the corresponding measurement errors using ST-SPP.
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the circle, the poorer the measured radius deviation. Due to the
limited image resolution of the camera, the X and Y resolution of
our 3D imaging sensor is about 0.43 mm at 0.8 m. The proposed
ST-SPP cannot accurately measure the circle with a radius of 3
mm but enables precision positioning with a radius deviation of
better than 0.6 mm for circles with other sizes. These
quantitative analysis results demonstrate that our method can
be applied for high-quality and efficient 3D modeling of complex
structure parts as shown in Figure 7c,d.

Next, to further demonstrate the advantages of ST-SPP, we
applied the proposed long-range 3D imaging sensor to the
reconstruction of a car door with a size of 0.87 m (length) × 0.63
m (width), as shown in Figure 8a,b. First, a global and coarse 3D
point cloud of a large-scale car door was obtained by a single
measurement at 1.6 m in Figure 8c, and the corresponding error
distribution was calculated by comparing with the ground truth,
where major measured errors are less than 5 mm with an RMS of
1.2167 mm, as shown in Figure 8d. Multiple close-range
measurements were then performed at 0.85 m to recover local
fine details of the car door, and the corresponding multiple sets
of 3D reconstruction results were guided by the global 3D data
to achieve robust and efficient automatic point cloud fusion, as
shown in Figure 8e,f. Figure 8g shows that combining ST-SPP
with multiple global and local measurements enables high-
precision and fast 3D shape measurement with high
completeness for large-sized objects, reducing the RMS from
1.2167 to 0.3698 mm. These results suggest that the proposed
3D imaging sensor based on ST-SPP can be applied for long-
range 3D measurement and reverse modeling with high quality
for large-scale objects with complex shapes, exhibiting the
advantages of its application in industrial inspection, workpiece
assembly, and other fields.

■ CONCLUSIONS AND DISCUSSIONS
In summary, we have demonstrated a miniaturized and low-cost
3D imaging sensor based on spatial-temporal speckle projection
profilometry (ST-SPP) with a VCSEL projector array that can

achieve high-resolution, wide-field-of-view, and real-time 3D
measurement. By integrating a set of VCSEL-based speckle
projectors, ST-SPP performs spatial-temporal encoding with
global uniqueness for the depth information on the measured
scenes, overcoming the degradation of reconstruction quality in
single-frame SPP methods. Utilizing the proposed coarse-to-fine
spatial-temporal matching strategy using DIC, ST-SPP
strengthens the ability of speckle matching for complex surfaces
to improve the accuracy of subpixel disparity estimation. The
effectiveness of ST-SPP has been verified by several experiments
for measuring various types of large-size samples. First, a virtual
environment was created using Blender to simulate the
performance of the developed 3D sensor, which proved that
projecting 10 speckle images is an optimal measurement strategy
to achieve more robust 3D imaging with the highest accuracy for
complex surfaces. The measurement of large-scale David
confirmed that ST-SPP can achieve high-quality 3D recon-
struction with an accuracy improvement from 0.4582 to 0.3533
mm using Stereo-DIC-based subpixel matching compared with
traditional subpixel fitting. Precision analysis results verified the
high accuracy and efficiency of ST-SPP for measuring long-range
planar targets, and the relative accuracy is higher than 0.05% at
distances ranging from 0.8 to 2 m even when only using three
speckle patterns. For dynamic scene measurement, 360°
reconstruction of the Lu Xun model and precision analysis of
a moving ceramic plane confirmed the advantages of ST-SPP for
real-time and high-precision 3D imaging with a low temporal
standard deviation of 0.1991 ± 0.0238 mm in motion state and
0.0886 ± 0.0020 mm under static conditions. Finally, 3D
reconstruction of an industrial part and a car door revealed the
capability of ST-SPP for accurate and efficient large-scale reverse
3D modeling and precision positioning, exhibiting the
advantages of its industrial application in quality inspection
and workpiece assembly.

We have discussed the 3D imaging performance of the
proposed ST-SPP based on spatial-temporal speckle projection
by integrating a set of VCSEL-based miniaturized speckle

Figure 8. 3D reconstruction results of the car door. (a,b) The car door and spatial-temporal speckle images. (c,d) The single 3D reconstruction and the
corresponding measurement errors at 1.6 m. (e1−e6) Multiple local 3D reconstruction results at 0.85 m. (f,g) 3D reconstruction results and the
corresponding measurement errors after point cloud fusion.
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projectors. In the future, we will enhance the measurement
accuracy and spatial resolution of ST-SPP to successfully run on
an embedded low-power platform for mobile applications in
optical metrology, further pushing the limits of ST-SPP in speed,
accuracy, resolution, measurement range, and portability.
Recently, compared with traditional stereo matching methods,
many deep learning methods for stereo vision have been
proposed, which have achieved excellent performance of stereo
matching.68−72 How to build a lightweight spatial-temporal
speckle matching network based on Stereo-DIC to strengthen
the measurement accuracy and resolution at the cost of a low
computational overhead while using fewer speckle patterns is an
interesting direction for further research. The related
applications of ST-SPP will be explored in state-of-the-art
manufacturing processes, precision positioning, and quality
assessment, realizing the leap from 3D visual guidance to 3D
visual measurement and then to 3D visual inspection.
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